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About this Guide

NVIDIA Al Enterprise Quick Start Guide provides minimal instructions for installing and
configuring NVIDIA® virtual GPU software on the Citrix Hypervisor or VMware vSphere
hypervisor and for installing and configuring a Cloud License Service (CLS] instance or a
standalone Delegated License Service [DLS) instance. The instructions for configuring a DLS
instance assume that the VM that hosts the DLS instance has been assigned an IP address
automatically. If you need complete instructions, are using other platforms, are hosting a
DLS instance on a VM that has not been assigned an IP address automatically, or require high
availability for a DLS instance, refer to NVIDIA Al Enterprise User Guide and NVIDIA License
System User Guide. If you want to use the legacy NVIDIA Al Enterprise license server, refer to
Virtual GPU License Server Release Notes and Virtual GPU License Server User Guide.

NVIDIA Al Enterprise Quick Start Guide provides minimal instructions for installing and
configuring NVIDIA Al Enterprise on a single node and for configuring a Cloud License Service
(CLS) instance. If you need complete instructions, are using multiple nodes, or are using
Delegated License Service (DLS) instances to serve licenses, refer to NVIDIA Al Enterprise User
Guide and NVIDIA License System User Guide.
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Chapter 1. Getting NVIDIA Al
Enterprise

After your order for NVIDIA Al Enterprise is processed, you will receive an order confirmation
message from NVIDIA. This message contains information that you need for getting NVIDIA
Al Enterprise from the NVIDIA Licensing Portal. To log in to the NVIDIA Licensing Portal, you
must have an NVIDIA Enterprise Account.

1.1. Before You Begin

Before following the procedures in this guide, ensure that the following prerequisites are met:

» You have a server platform that is capable of hosting your chosen hypervisor and NVIDIA
GPUs that support NVIDIA Al Enterprise. For a list of validated server platforms, refer to
NVIDIA GRID Certified Servers.

» One or more NVIDIA GPUs that support NVIDIA Al Enterprise is installed in your server
platform.

» A supported virtualization software stack is installed according to the instructions in the
software vendor's documentation.

» Avirtual machine (VM] running a supported Windows guest operating system (0S] is
configured in your chosen hypervisor.

For information about supported hardware and software, and any known issues for this
release of NVIDIA Al Enterprise, refer to the Release Notes for your chosen hypervisor:

» NVIDIA Al Enterprise Release Notes
» NVIDIA Al Enterprise Release Notes

For information about supported hardware and software, and any known issues for this
release of NVIDIA Al Enterprise, refer to NVIDIA Al Enterprise Release Notes.

1.2.  Your Order Confirmation Message

After your order for NVIDIA Al Enterprise is processed, you will receive an order confirmation
message to which your NVIDIA Entitlement Certificate is attached.
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Getting NVIDIA Al Enterprise

entitlement- L pdf o
13 KB

Thank you for your software and/or services order!

Please find enclosed your Entitlement Certificate for the Software and/or Services products you ordered.
Please refer to the attached Entitlement Certificate to register for your software and services.

The following is your order information:

Questions?
NVIDIA Enterprise Support contact information can be found here https://www.NVIDIA.com/en-us/support/enterprise/

Your NVIDIA Entitlement Certificate contains your product activation keys.

<3

nVIDIA

NVIDIA Corporation
27E8 San Tomass Expressway
SANTA CLARA CA 95051

UsA
NVIDIAE Entitlement Certificate
This certificate serves as evidence that NVIDLA has entitled vou for the following product(s).
End Customer (="} NVIDIA Delivery = J
e ——— Entitlement Date 16 AUG 2021
PO Number ==
NVIDLA Sales Order !
No  Entitlement Description Quantity | Sales Type |Term Start Date  End Date
1 NVIDIA Al Enterprise Subscription License and Support per CPU 1EA Instial 3 Years 16 AUG 2021 | 15 AUG 2024
Iocket
PAK ID I T

Please follow the mstructions provided in the followmng section to register your entitlements

Thank you for your order!

Your NVIDIA Entitlement Certificate also provides instructions for using the certificate.
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Getting NVIDIA Al Enterprise

NOTICE
HOW TO USE THIS CERTIFICATE
Registration Instructions

Please refer to your NVIDLA AT Enterprise Quick Start Guide for information on how to get started, including additional instructions on
how to register for your entitlement.

Sales Tvpe: Initial

Already have WVIDLA AT Enterprise entitlements? Please Login

New to NVIDLA AT Enterproise entitlements? Please register and follow instructions on the registration page.
You will get an email to set up your password for the NVIDIA Application Hub.

After you have successfully registered, please wait for up to 2 busmess days for a second email to be sent to you to set up your profile and
log into the WVIDLA GPU Cloud (NGC) to access your NVIDIA Al Enterprise software in the NGC Enterprise Catalog.

You can also click here if you wish to contact NVIDIA Enterprise Support or access the NVIDIA Support Portal or the NVIDIA
Licensing Portal to view your NVIDIA AT Enterpnise entitlements.

Questions?
NVIDLA Enterprise Support contact information can be found here.

Rights and restrictions on the use, transfer and copying of the Software are set forth in corresponding product’s WVIDIA End User
License Agreement. Bights and restrictions on the use of Services are set forth in NVIDIA s comresponding service program’'s End User
Terms and Conditions.

1.3.  NVIDIA Enterprise Account
Requirements

To get NVIDIA Al Enterprise, you must have a suitable NVIDIA Enterprise Account for
accessing your licenses.

S| Note: For a Support, Upgrade, and Maintenance Subscription (SUMS] renewal, you should
already have a suitable NVIDIA Enterprise Account and this requirement should already be
met. However, if you have an account that was created for an evaluation license and you want
to access licenses that you purchased, you must repeat the registration process.

» If you do not have an account, follow the Register link in the instructions for using the
certificate to create your account. For details, refer to Creating your NVIDIA Enterprise
Account.

» If you have an account that was created for an evaluation license and you want to access
licenses that you purchased, follow the Register link in the instructions for using the
certificate to create an account for your purchased licenses. You can choose to create
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Getting NVIDIA Al Enterprise

a separate account for your purchased licenses or link your existing account for an
evaluation license to the account for your purchased licenses.

» To create a separate account for your purchased licenses, follow the instructions in
Creating your NVIDIA Enterprise Account, specifying a different e-mail address than
the address with which you created your existing account.

» To link your existing account for an evaluation license to the account for your
purchased licenses, follow the instructions in Linking an Evaluation Account to an
NVIDIA Enterprise Account for Purchased Licenses, specifying the e-mail address with
which you created your existing account.

» If you already have a suitable NVIDIA Enterprise Account for accessing your licenses,
follow the Login link in the instructions for using the certificate to log in to the NVIDIA
Enterprise Application Hub, go to the NVIDIA Licensing Portal, and download your NVIDIA
Al Enterprise. For details, refer to Downloading NVIDIA Al Enterprise.

1.4.  Creating your NVIDIA Enterprise
Account

If you do not have an NVIDIA Enterprise Account, you must create an account to be able to log
in to the NVIDIA Licensing Portal.

If you already have an account, skip this task and go to Downloading NVIDIA Al Enterprise.

However, if you have an account that was created for an evaluation license and you want

to access licenses that you purchased, you must repeat the registration process when you
receive your purchased licenses. You can choose to create a separate account for your
purchased licenses or link your existing account for an evaluation license to the account for
your purchased licenses.

> To create a separate account for your purchased licenses, perform this task, specifying a
different e-mail address than the address with which you created your existing account.

» To link your existing account for an evaluation license to the account for your purchased
licenses, follow the instructions in Linking an Evaluation Account to an NVIDIA Enterprise
Account for Purchased Licenses, specifying the e-mail address with which you created
your existing account.

Before you begin, ensure that you have your order confirmation message.

1. In the instructions for using your NVIDIA Entitlement Certificate, follow the Register link.
2. Fill out the form on the NVIDIA Enterprise Account Registration page and click Register.

NVIDIA Al Enterprise QSG-10396-001 _v2.1 | 4
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PAK ID/Enttement ID:

* Last Name:

Send and lean time
By registering. you agre 19 [VIDIA Accoun Te Legal Info & Prvacy P

A message confirming that an account has been created appears, and an e-mail

instructing you to set your NVIDIA password is sent to the e-mail address you provided.

3. Open the e-mail instructing you to set your password and click SET PASSWORD.

NVIDIA.

Dear
Thank you for your business and welcome to NVIDIA.
Login

To get started, please select the link below to set up

your password:
SET PASSWORD

Once you have reset your password, please allow 24
business hours before attempting to LOGIN.

Questions? Please contact us at NVIDIA Enterprise

Support.
Thank you for your interest in NVIDIA products.

Best Regards,
NVIDIA Team

Note: After you have set your password during the initial registration process, you will be

able to log in to your account within 15 minutes. However, it may take up to 24 business

hours for your entitlement to appear in your account.

For your account security, the SET PASSWORD link in this e-mail is set to expire in 24

hours.
4. Enter and re-enter your new password, and click SUBMIT.

NVIDIA Al Enterprise

QSG-10396-001 _v2.1
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Getting NVIDIA Al Enterprise

SET NEW PASSWORD

Between 9 and 54 characters (inclusive]
At least one lowercase letter

At least one uppercase letter

At least one number

At least one special character(]

Password Match

A message confirming that your password has been set successfully appears.

NVIDIA.

Password

Your password has been updated

You are then automatically directed to log in to the NVIDIA Licensing Portal with your new
password.

If you have an account that was created for an evaluation license, you must repeat the
registration process when you receive your purchased licenses. To link your existing account

NVIDIA Al Enterprise QSG-10396-001 _v2.1 | 6



Getting NVIDIA Al Enterprise

for an evaluation license to the account for your purchased licenses, register for an NVIDIA
Enterprise Account with the e-mail address with which you created your existing account.

If you want to create a separate account for your purchased licenses, follow the instructions
in Creating your NVIDIA Enterprise Account, specifying a different e-mail address than the
address with which you created your existing account.

1. In the instructions for using the NVIDIA Entitlement Certificate for your purchased
licenses, follow the Register link.

2. Fill out the form on the NVIDIA Enterprise Account Registration page, specifying the e-
mail address with which you created your existing account, and click Register.

a lean time
Legal info & Privacy Polc

3. When a message stating that your e-mail address is already linked to an evaluation
account is displayed, click LINK TO NEW ACCOUNT.

Wioeat arrad ID i already nked o an EVAL accounl in aur svabems. Do you winl 10 nk your credentiali b B i docous 17 By clicking o “Link 1o fuw ecounl, youl axisling EVAL
eniiiomants will be merged inlo this new aocount. Clicking on “Cancel Riegisiration” will retsin your EVAL engilements Enked 1o your existing amail 1D and you can register for & new soocunt
ising & dillerant s 1D

Log in to the NVIDIA Licensing Portal with the credentials for your existing account.

1.6.  Downloading NVIDIA Al Enterprise

Before you begin, ensure that you have your order confirmation message and have created an
NVIDIA Enterprise Account.
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Getting NVIDIA Al Enterprise

1. Visit the NVIDIA Enterprise Application Hub by following the Login link in the instructions
for using your NVIDIA Entitlement Certificate or when prompted after setting the password
for your NVIDIA Enterprise Account.

2. When prompted, provide your e-mail address and password, and click LOGIN.

NVIDIA APPLICATION HUB LOGIN

LOGIN

3. Onthe NVIDIA APPLICATION HUB page that opens, click NVIDIA LICENSING PORTAL.
The NVIDIA Licensing Portal dashboard page opens.

<A NVIDIA. LICENSING | Dashboard

I DASHBOARD

Entitiements IS License Servers [T

OCATED LICENSE SERVER / FEATURE IN USE / ALLOCATED

S} CREATE LICENSE SERVER

A~
A
A~
A

Note: Your entitlement might not appear on the NVIDIA Licensing Portal dashboard page
until 24 business hours after you set your password during the initial registration process.

4. In the NVIDIA Licensing Portal dashboard page opens, click the down arrow next to each
entitlement listed to view details of the NVIDIA Al Enterprise that you purchased.

NVIDIA Al Enterprise QSG-10396-001 _v2.1 | 8
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<A NVIDIA LICENSING | Dashboard NVIDIA Application Hub | William Bradshaw (ORG_ADMIN) | Log
{} DASHBOARD
ENTITLEMENTS Organization Example C t A
LICENSE SERVERS
& sormsoomops  ENtitlements License Servers
59, USER MANAGEMENT o
€ ENTERPRISE SUPPORT GRID-Virtual-..  never expires 0/2400
GRID-Virtual-.. never expires 072400
SuMs 2022-10-25 2400 / 2
v
Quadro-Virtu... never expires 0/9332
GRID-Virtual-..  never expires 0/9332
SuMs 2022-10-25 9332 / N
v
Quadro-Virtu... 20220820 0/3
GRIDVirtual-.. 20220820 0/3
v
GRID-Virtual-..  never expires 0/30
GRID-Virtual-..  never expires 0/30
SuMs 2022-01-04 30/30 I

5. Inthe left navigation pane of the NVIDIA Licensing Portal dashboard, click SOFTWARE
DOWNLOADS.

6. On the Product Download page that opens, set the Product Family option to vGPU and
follow the Download link for the brand and version of your chosen hypervisor for the
release of NVIDIA Al Enterprise that you are using, for example, NVIDIA vGPU for vSphere
6.7 for NVIDIA Al Enterprise release 14.1.

Note: To be able to download any additional software that you need for your NVIDIA Al
Enterprise deployment, for example, the license server software, you must set the Product
Family option to vGPU. Otherwise, the ADDITIONAL SOFTWARE button does not appear on
the Product Download page and the pop-up window for downloading additional software is
not opened.

If the brand and version of your chosen hypervisor for the release of NVIDIA Al Enterprise
that you are using aren't displayed, click ALL AVAILABLE to display a list of all NVIDIA Al
Enterprise available for download. Use the drop-down lists or the search box to filter the
software listed.

7. On the Product Download page that opens, set the Product Family option to NVAIE and
follow the Download link for NVIDIA Al Enterprise.

8. When prompted to accept the license for the software that you are downloading, click
AGREE & DOWNLOAD.

9. When the browser asks what it should do with the file, select the option to save the file.

After the download starts, a pop-up window opens for you to download any additional
software that you might need for your NVIDIA Al Enterprise deployment.
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Getting NVIDIA Al Enterprise

10.1n the pop-up window, follow the links to download any additional software that you need
for your NVIDIA Al Enterprise deployment.

a). If you are using Delegated License Service (DLS) instances to serve licenses, follow the
link to DLS 1.0 for your chosen hypervisor, for example, DLS 1.0 for VMware vSphere.
For information about installing and configuring DLS instances, refer to NVIDIA License
System User Guide.

b). If you are using NVIDIA GPU Operator, follow the GPU Operator vGPU Driver Catalogs
link.

c). Follow the link to the NVIDIA Al Enterprise license server software for your license
server host machine’s operating system, for example, License Manager for Windows.

d). If you are using an NVIDIA Tesla"™ Mé0 or M6 GPU and think you might need to change
its mode, follow the Mode Change Utility link.

For details about when you need to change the mode, see #unique 10.

NVIDIA Al Enterprise QSG-10396-001 _v2.1 | 10
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Chapter 2. Accessing the Enterprise
Catalog and the NGC

Private Registry

2.1.  The Enterprise Catalog

The NVIDIA Al Enterprise Software Suite is distributed through the Enterprise Catalog. After
you access the Enterprise Catalog, you will see the NVIDIA Al Enterprise Software Suite
collection. Detailed documentation makes it easy to utilize the software, and if additional
support is required, users can submit the ticket directly from the portal.

2.1.1.  Setting Up Your Access to the Enterprise
Catalog

1. After your access was set up, you will receive a welcome email that invites you to continue
the login process. Click on Activate Account.

Welcome to NVIDIA NGC Inbox X & B

Dear

noreply@tmail.nvidia.com 1:53PM (16 minutes ago) Yy 4 ¢
o0 -

Welcome to NVIDIA NGC!
You have been invited to join nvidia.

After accepting your invitation below, you will be prompted to sign in. Either use your registered
r your existing NVIDIA account. If you don't have either, please start by

NVIDIA Al Enterprise QSG-10396-001 _v2.1 | 11



Accessing the Enterprise Catalog and the NGC Private Registry

2. Click on Create Account to create a new NVIDIA account. /f you already have an existing
NVIDIA account linked to this email address, login here.

<AnviDiA.  [[PARTNER)
LOG IN

Sign in to the client

NVIDIA

Email address

@gmail.com

Password

Don't have an account? Cre

n Log in with Facebook Log in with Google

.’ Log in with Apple

3. Provide account details and accept the NVIDIA Account Terms of Use. Click on Create
Account.

NVIDIA Al Enterprise QSG-10396-001 _v2.1 | 12



Accessing the Enterprise Catalog and the NGC Private Registry

<AnviDIA.  ([PARTNER)
CREATE AN ACCOUNT

Email address

@gmail.com

Display name

Date of birth

Month v Day

Password

Password confirm

Sign in with security device
[ 1agree to the NVIDIA Account Terms of Use

Already have an account? Login

n Continue with Faceb... a Continue with Google

.' Continue with Apple

4. To complete your profile, you are asked to verify your account.

<AnviDIA.  ([PARTNERY
COMPLETE YOUR PROFILE

NVIDIA requires a verified email. An email has been sent to
@gmail.com, please click the link in the email

to proceed.

Click here to change the email on this account.

Is the email incorrect?

CANCEL

NVIDIA Al Enterprise QSG-10396-001 _v2.1 | 13




Accessing the Enterprise Catalog and the NGC Private Registry

5. Go to your email inbox, open the "NVIDIA Account Created” email, and click on Verify
Email Address.

NVIDIA Account Created Inbox x &
NVIDIA Accounts <account@tmail.nvidia.com> Unsubscribe 412PM (0 minutes ago) Yy 4
to -
NVIDIA.
Hello,

We are almost done creating your NVIDIA account. You can use this account to log
in to GeForce NOW, GeForce Experience, NVIDIA Games, NVIDIA Indie Spotlight,
NVIDIA Omniverse and NVIDIA Developer Content Portal.

Click the link below to verify this email address.

If you did not register for an NVIDIA Account, someone may have registered with
your information by mistake. Contact for further assistance.

Unsubscribe | Manage Preferences | Contact Us | Privacy Center

6. You are redirected to the following screen. Set your recommendation settings. Click
Submit.

<ANVIDIA

Almost done!

Please confirm the information below to complete registration

Recommendation Settings

Yes, recommend content that | might enjoy based on how |

engage with NVIDIA's websites, software, and events.

Be the first to learn about new SDKs, developer tools and
training
Send me the latest enterprise news, announcements, and more

from NVIDIA. | can unsubscribe at any time.

We promise to protect your privacy. We never sllyour data. You can change

your settings anytime at privacy.nvidia.com.

7. Review and accept the NVIDIA Account Terms of Use and the NVIDIA Privacy Policy.

NVIDIA Al Enterprise QSG-10396-001 _v2.1 | 14



Accessing the Enterprise Catalog and the NGC Private Registry

Account Terms of Use

[] By obtaining software through NGC, | agree NVIDIA
can share my registration details with the software
providers who may use my information as
permitted by their privacy policies.

[] Be the first to learn about new SDKs, Developer
Tools and Training. Send me latest developer
news, announcements and more from NVIDIA. |
can unsubscribe at any time.

[ ] I agree to the NVIDIA Account Terms of Use and the

NVIDIA Privacy Policy.

[conee |

8. Complete your profile by providing the information below. Click Continue.

Complete Your Profile
Rote

Selectone M

Company.

Where do you work?

Industry

Selectone v

Location

Which development areas interest you?

(] Al/ Deep learning [ HPC

[ AR/VR [ 10T / Smart Cities
) Autonomous Machines [ Game Development
() Autonomous Vehicles

] Data Science

[ Design & Visualization

Cancel

9. Review and Accept the NVIDIA GPU Cloud Terms of Use and Consent.
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Accessing the Enterprise Catalog and the NGC Private Registry

Read carefully and please accept the following Terms of Use to continue.

NVIDIA GPU CLOUD TERMS OF USE

Last updatedt uly 24,2019

The NVIDIA GPU Cloud, as inits time to time,
i nver.io and packages.nvidi d y
Software, models, model scripts, ind APIs. The web: ‘Software and

s

red t0 35 “NGC". Your use of NGC is governed by these terms
of use (-TOU") and the terms referenced in the TOU.

THE TOU IS A CONTRACT BETWEEN YOU AND NVIDIA CORPORATION (‘NVIDIA'). By registering for NGC o using
NGC, you are affirming that you have read, understand, and agree to be bound to the TOU terms. PLEASE ALSO
NOTE THE BINDING ARBITRATION AND CLASS ACTION/JURY TRIAL WAIVER SECTION BELOW AS IT AFFECTS HOW.
DISPUTES WILL BE HANDLED.

The TOLLcan he. il of leal age of maiorify in NGC s usedt

10.Review and Accept the NVIDIA Al Enterprise Terms of Use.

Read carefully and please accept the following Terms of Use to continue.
END USER LICENSE AGREEMENT FOR NVIDIA Al ENTERPRISE SOFTWARE

Last updoted uly 29, 2021

This end user i including hed (‘Agreement) s a legal you
and NVIDIA Corpe A of certain NVIDIA softy d s provided
part of the NVIDIA Al Enterprise software suite (‘SOFTWARE').

If you are entering into this Agreement on behalf of a company or other legal entity, you represent that you
have the legal auth tothi , in which case “you"
represent.

ifyou
conditions of th install or

orif you d

the SOFTWARE are d ) any

11.1f asked, set your organization. The name of your organization was defined while setting up
your Private Registry. Click Sign In.
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Accessing the Enterprise Catalog and the NGC Private Registry

Set Your Organization

Organizations within NVIDIA GPU Cloud allow you to share registries
and resources with colleagues.

c6200r5nioeo

nvidia

12.Welcome to the Enterprise Catalog.

NVIDIA. NGC | CATALOG 5, _

CATALOG
X
The NVIDIA Al Enterprise software suite accelerates the speed at build Al and high- analytics, enables scale modern
workloads on the same VMware vsphere infrastructure theyve alreadly invested in, and 1 urity and availabillty. This comprehen-
sive software suite unlocks the power of Al in the hybrid cloud — deliy near bare-metal d i

Enterprise Collections

S
NVIDIA.

Al ENTERPRISE

NVIDIA Al Enterprise 1.0
Callection

NVIDIA Al Enterprise s an end-to-end,
cloud-native, suite of Al and data analytics
software, optimized and certified by
NVIDIA to run on VMware vSphere with...

Additonal Links

0 2 o

Al Enterprise Documentation Enterprise Support Licensing Portal
Learn how to virtualize any application with NVIDIA virtual Get to access to knowledgebase articles and support Access the software & licensing portal for for your
GPU technalogy Go to Documentation cases, File a Ticket products. Get Your Licenses

2.1.2. Downloading Software from the Enterprise
Catalog

2.1.2.1.  Accessing the NVIDIA Al Enterprise Collection
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1. Go to https://ngc.nvidia.com/catalog/enterprise and, if prompted, log in. Click on the
NVIDIA Al Enterprise Collection.

Welcome to NVIDIA NGC Inbox x &
noreply@tmail.nvidia.com 1:53 PM (16 minutes ago)  Y¥ 4
to -

Welcome to NVIDIA NGC!
You have been invited to join nvidia.

After accepting your invitation below, you will be prompted to sign in. Either use your registered
enterprise SSO account or your existing NVIDIA account. If you don't have either, please start by

creating an NVIDIA account.

Thanks for joining! We’re excited to have you with us.

Copyright © 2021 NVIDIA Corporation. Al rights reserved.
NVIDIA Corporation, 2788 San Tomas Expressway, Santa Clara, CA 95051.

2. Click on the Entities tab to review all the software assets part of the NVIDIA Al Enterprise
stack.

<SANVIDIA. NGC | CATALOG

v omes NVIDIA Al Enterprise 1.0

Curator Count. Modified
NVIDIA 1

Description NVIDIA.

A ENTERPRISE

NVIDIA Al Enterprise is an end-to-end, cloud-native, suite of Al and data analytics software, optimized and certified by NVIDIA to run on VMware vSphere with NVIDIA-
Certified Systems.

CONTAINERS |  HELM CHARTS mobeLs RESOURCES

Containers
NAME REPOSITORY PUBLISHER LATESTTAG SizE BUILT BY
&  NVIDIA GPU Operator nvaie/gpu-operator NVIDIA V81 1135 M8 NVIDIA
G  NVIDIA Network Operator nvaie/network-operator NVIDIA v1.0.0 55.44 MB NVIDIA
G  NVIDIARAPIDS nvaie/nvidia-rapids NVIDIA 21.08-cudall.. 5.91GB NVIDIA
& PyTorch nvale/pytorch Facebook 21.07-py3 6.44GB NVIDIA
&  Tensorflow nvaieftensorflow GoogleBrain .. 21.07-i2-py3 52068 NVIDIA
& TensorRT nvaieftensorrt NVIDIA 21.07-py3 21668 NVIDIA
G  Triton Inference Server nvaieftritonserver NVIDIA 21.07-py3-sdk. 5.66 GB NVIDIA
&) NVIDIAVGPU Driver nvaie/vgpu-guest-driver NVIDIA 470.63.01-ub. 42972 M8 NVIDIA

[

Helm Charts

NAME PUBLISHER DESCRIPTION VERSION MODIFIED
EK (GPU Operator NVIDIA Deploy and Manage NVIDIA vGPU resources i. v1.8.1 08/23/2021
[T Jott
Resources

3. Click on the software asset you are interested in to learn more or download the software in
the entities view.
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<ANVIDIA. NGC | CATALOG

& CATALOG

PyTorch

Publisher Buile By Latest Tag Madified
Facebook NVIDIA 21.07py3 August 23, 2021

O PyTorch

Multinode Support Multi-Arch Support
Yes No

Description

PyTorch is a GPU accelerated tensor computational framework. Functionality can be extended with common Python libraries such as NumPy and SciPy. Automatic
differentiation is done with a tape-based system at the functional and neural network layer levels.

pytorch:21.07-py3

PyTorch is a GPU accelerated tensor computational framework. Functionality can be easily extended with common Python libraries such as NumPy, SciPy, and Cython. Automatic differentiation is
done with a tape-based system at both a functional and neural network layer level. This functionality brings a high level of flexibility and speed as a deep learning framework and provides
accelerated NumPy-like functionality.

Before you can run an NGC deep learning framework container, your Docker environment must support NVIDIA GPUS. To run a container, issue the appropriate command as explained in the
chapter in the NVIDIA Containers And Frameworks User Guide and specify the registry, repository, and tags. For more Information about using NG, refer to the
Procedure
1. Select the Tags tab and locate the container image release that you want to run.
2.1n the Pull Tag column, click the icon to copy the docker pull command.
3. 0pen a command prompt and paste the pull command. The pulling of the container image begins. Ensure the pull completes successfully before proceeding to the next step.

4. Run the container image. To run the container, choose interactive mode or non-interactive mode,

« Interactive mode:

To pull Al and data science containers using Docker, follow these steps within the VM:

1. Generate your API key.

2. Access the Enterprise Catalog Container Registry.
al. Log in to the NGC container registry.
sudo docker login nvcr.io
b). When prompted for your username, enter the text Soauthtoken.
Username: S$oauthtoken
c). When prompted for your password, enter your NGC API key.
Password: my-api-key
3. For each Al or data science application that you are interested in, load the container.
sudo docker pull nvcr.io/nvaie/tensorflow:21.02-tf2-py3

Go to the Enterprise Catalog.
Click on the NVIDIA Al Enterprise Collection.
Go to the Entities tab and select the Helm chart you are interested in.

LN~ -

Here is how you download a Helm chart from the Enterprise Catalog.

1. Go to the Enterprise Catalog.
2. Click on the NVIDIA Al Enterprise Collection.

NVIDIA Al Enterprise QSG-10396-001 _v2.1 | 19


https://docs.nvidia.com/ngc/ngc-private-registry-user-guide/index.html#generating-api-key
https://docs.nvidia.com/ngc/ngc-private-registry-user-guide/index.html#accessing-ngc-registry
https://docs.nvidia.com/ngc/ngc-private-registry-user-guide/index.html#loading-nvidia-docker-containers
http://ngc.nvidia.com/catalog/enterprise
https://docs.nvidia.com/ngc/ngc-private-registry-user-guide/index.html#managing-helm-charts-using-helm-cli
http://ngc.nvidia.com/catalog/enterprise

Accessing the Enterprise Catalog and the NGC Private Registry

3. Go to the Entities tab and select the Resource you are interested in. You can either
download the Resource directly from the Ul or use the displayed wget or CLI commands.

As an admin, you are responsible for giving members of your organization access to the
Enterprise Catalog.

1. Make sure you are signed in.

2. Make sure to select your company's organization from the user menu on the top right.

nvidia

3

whiu3540ggpa

My Account Settings

Setup
e data analytics, enables ente ,
\ageability, security and avail; Terms of Use

wironments. Privacy Policy

Sign Out

3. Onthe left side menu, select Organization and click on Users, then click the + icon at the
bottom of the screen and then click the Invite New User icon.
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< NVIDIA. NGC | ORGANIZATION

@@ PRIVATE REGISTRY

@ ORGANIZATION

[eams

Users

PN

()

-
r

4. Provide the name and email address of the user you would like to add.
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Personal Info X

Please enter user information

First Name

Test °
Last Name

User °

Email Address

t.user@yourorg.com|

9. Provision user roles for the new user:
al. To give the new user access to the entities in the Enterprise Catalog, provide them with
the user role NVIDIA Al Enterprise Viewer.
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Membership X

Assign an Organization and Team

Organization Role

nvidia NVIDIA Al Enterprise Viewer x 4
Team Role

Select one or more v Select one or more v
Membership

> Organization: nvidia NVIDIA Al Enterprise Viewer

b). To make them an admin that can add additional users to the Enterprise Catalog,
provision the user roles: NVIDIA Al Enterprise Viewer and User Admin.
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Membership X

Assign an Organization and Team

Organization Role

nvidia NVIDIA Al Enterprise Viewer X

v
User Admin x

Team Role

Select one or more v Select one or more v
Membership

> Organization: nvidia NVIDIA Al Enterprise View...

c). To give the user access to your organization’s Private Registry, see Accessing
Your NGC Private Registry. Provisioning access to the Enterprise Catalog and your
organization’s Private Registry can be done in one or two steps.

NVIDIA Al Enterprise QSG-10396-001 _v2.1 | 24



Accessing the Enterprise Catalog and the NGC Private Registry

Membership X

Assign an Organization and Team

Organization Role

nvidia NVIDIA Al Enterprise Viewer %

v
User Admin * | Registry User x

Team Role

Select one or more v Select one or more \
Membership

> Organization: nvidia NVIDIA Al Enterprise View...

2.2. The NGC Private Registry

As an NVIDIA Al Enterprise user, you have exclusive access to your organization’s own NGC
Private Registry, which gives authorized users within your organization privileges to store your
company's proprietary software and tools, including custom models, frameworks, and helm
charts, in one location.

The complete NGC Private Registry user guide can be found here.

2.2.1.  Accessing Your NGC Private Registry

1. To access your NGC Private Registry, sign in with your NGC Account.
2. Inthe top right corner, click your user account icon and select the orgname.
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e data analytics, enables ente
1ageability, security and avail3
wironments.

Terms of Use

Privacy Policy

Sign Qut

3. To view artifacts in your NGC Private Registry, select Private Registry in the left-hand
menu.

<A NVIDIA. NGC | PRIVATE REGISTRY

CATALOG

Entity Creation

PRIVATE REGISTRY

Entity ion Hub
Collections
Containers
Helm Charts To

Models

©

Resources

ORGANIZATION
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4. You can access the content of the NGC Private Registry by selecting one of the entity types
(Collections, Containers, Helm Charts, Models, Resources).

5. To upload entities to your NGC Private Registry, click on Entity Creation Hub.

2.2.2. Managing Teams and Users

As an admin, you can add users to your organization’s NGC Private Registry and create teams
within the NGC Private Registry.

Before adding users and teams, familiarize yourself with the following definitions of each role
here.
2.2.2.1. Creating Teams

Creating teams allows users to share images within a team while keeping them invisible to
other teams in the same organization. Only organization administrators can create teams.

Here is how you create a team.

2.2.2.2. Creating Users

As the organization administrator, you must create user accounts to allow others to use the
NGC container registry within the organization.

Here is how you create a new user.
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Chapter 3. Installing Your NVIDIA Al
Enterprise License Server
and License Files

The NVIDIA License System is used to serve a pool of floating licenses to licensed NVIDIA
software products. The NVIDIA License System is configured with licenses obtained from the
NVIDIA Licensing Portal.

S| Note: These instructions cover only the configuration of a Cloud License Service (CLS] instance
or a standalone Delegated License Service (DLS) instance. The instructions for configuring a
DLS instance assume that the VM that hosts the DLS instance has been assigned an IP address
automatically. If you need complete instructions, are hosting a DLS instance on a VM that has
not been assigned an IP address automatically, or require high availability for a DLS instance,
refer to NVIDIA License System User Guide.

S| Note: These instructions cover only the configuration of a Cloud License Service (CLS)
instance. If you need complete instructions or are using Delegated License Service (DLS)
instances to serve licenses, refer to NVIDIA License System User Guide.

3.1. Introduction to NVIDIA Software
Licensing

To activate licensed functionalities, a licensed client must obtain a software license when it is
booted.

A client with a network connection obtains a license by leasing it from a NVIDIA License
System service instance. The service instance serves the license to the client over the network
from a pool of floating licenses obtained from the NVIDIA Licensing Portal. The license is
returned to the service instance when the licensed client no longer requires the license.

NVIDIA License System supports the types of licensing for licensed clients:

» Networked-licensing: A client with a network connection obtains a license by leasing it
from a NVIDIA License System service instance. The service instance serves the license
to the client over the network from a pool of floating licenses obtained from the NVIDIA

NVIDIA Al Enterprise QSG-10396-001 _v2.1 | 28


http://docs.nvidia.com/license-system/latest/pdf/nvidia-license-system-user-guide.pdf
http://docs.nvidia.com/license-system/latest/pdf/nvidia-license-system-user-guide.pdf

Installing Your NVIDIA Al Enterprise License Server and License Files

Licensing Portal. The license is returned to the service instance when the licensed client
no longer requires the license.

» Node locked-licensing: A client system without a network connection or on an air-gapped
network can obtain a node-locked NVIDIA Al Enterprise license from a file installed locally
on the client system.

Note: Support for node-locked licensing was introduced in 15.0. It is not supported in
S
earlier releases.

3.2. Creating a License Server on the
NVIDIA Licensing Portal

To be able to allot licenses to an NVIDIA License System instance, you must create at least
one license server on the NVIDIA Licensing Portal. Creating a license server defines the set of
licenses to be allotted.

You can also create multiple servers on the NVIDIA Licensing Portal and distribute

your licenses across them as necessary, for example to group licenses functionally or

geographically.

1. In the NVIDIA Licensing Portal, navigate to the organization or virtual group for which you
want to create the license server.

a). If you are not already logged in, log in to the NVIDIA Enterprise Application Hub and
click NVIDIA LICENSING PORTAL to go to the NVIDIA Licensing Portal.

b). Optional: If your assigned roles give you access to multiple virtual groups, click View
settings at the top right of the page and in the My Info window that opens, select the
virtual group from the Virtual Group drop-down list, and close the My Info window.

If no license servers have been created for your organization or virtual group, the NVIDIA

Licensing Portal dashboard displays a message asking if you want to create a license

server.

2. In the left navigation pane of the NVIDIA Licensing Portal dashboard, expand LICENSE

SERVER and click CREATE SERVER. The Create License Server wizard is started.
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If you are adding a license server to an organization or virtual group for which a license
server has already been created, click CREATE SERVER.

The Create License Server wizard opens.

NVIDIA Al Enterprise
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Create License Server @ nep

Create a license server in NVIDIA INFR-GEN (lic-0011w000027i5yiqay) / Group NVIDIA INFR-GEN (5468)

STEP 1 Server Summary

Step 1 - Identification

(No name)

Step 1 - Identification

(No description)
Choose a unique name for this license server. You may optionally provide a description.

Step 2 - Features

Name

(No features selected)

Description Step 3 - Environment

(not selected)

Step 4 - Configuration

CREATE
NEXT STEP

3. Onthe Create License Server page of the wizard, step through the configuration
requirements to provide the details of your license server.

al. Step 1 - Identification: In the Name field, enter your choice of name for the license
server and in the Description field, enter a text description of the license server.

The description is required and will be displayed on the details page for the license
server that you are creating.

b). Step 2 - Features: Select one or more available features from your entitlements to
allot to this license server.

c). Step 3 - Environment: Select Cloud (CLS) or On-Premises (DLS) to install this license
server.

To make the selection after the license server has been created, select the Deferred
option.

d]. Step 4 - Configuration: From the Leasing mode drop-down list, select one of the
following leasing modes:

Standard Networked Licensing
Select this mode to simplify the management of licenses on a license server that
supports networked licensing. In this mode, no additional configuration of the
licenses on the server is required.

Advanced Networked Licensing
Select this mode if you require control over the management of licenses on a
license server that supports networked licensing. This mode requires additional
configuration to create license pools and fulfillment conditions on the server. For
more information, refer to #unique 28 and #unique 29.

Node-Locked Licensing
Select this mode only if the license server will serve clients that cannot obtain
a license from a remote license server over a network connection. In this mode,

NVIDIA Al Enterprise QSG-10396-001 _v2.1 | 31



Installing Your NVIDIA Al Enterprise License Server and License Files

the clients obtain a node-locked license from a file installed locally on the client
system. For more details, refer to #unique_30.

CAUTION: This mode requires additional work to create the license file to be
installed locally and to return licenses when the client is shut down. If this mode is
set, the mode of the license server cannot be changed.

e). Click REVIEW SUMMARY to review the configuration summary before creating the
license server.
4. On the Create License Server page, from the Step 4 - Configuration menu, click the
CREATE SERVER option to create this license server.
Alternatively, you can click CREATE SERVER on the Server Summary page.

3.3. Creating a CLS Instance on the
NVIDIA Licensing Portal

When you create a CLS instance, the instance is automatically registered with the NVIDIA
Licensing Portal. This task is only necessary if you are not using the default CLS instance.
Service instances belong to an organization. Therefore, this task requires the #unique_32 role.

1. If you are not already logged in, log in to the NVIDIA Enterprise Application Hub and click
NVIDIA LICENSING PORTAL to go to the NVIDIA Licensing Portal.

2. Inthe left navigation pane of the NVIDIA Licensing Portal dashboard, click SERVICE
INSTANCES.

NVIDIA Al Enterprise QSG-10396-001 _v2.1 | 32


http://nvid.nvidia.com/dashboard/

Installing Your NVIDIA Al Enterprise License Server and License Files

o
o=/
o=

I == SERVICE INSTANCES

£

3. On the Service Instances page, from the Actions menu, choose Create cloud (CLS)
instance.
The Create cloud (CLS) instance pop-up window opens.
4. Provide the details of your cloud service instance.
al. In the Name field, enter your choice of name for the service instance.
b). In the Description field, enter a text description of the service instance.

This description is required and will be displayed on the Service Instances page when
the entry for service instance that you are creating is expanding.

5. Click CREATE CLS INSTANCE.

After creating a CLS instance on the NVIDIA Licensing Portal, follow the instructions in
Binding a License Server to a Service Instance.
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3.4. Binding a License Server to a Service
Instance

Binding a license server to a service instance ensures that licenses on the server are available
only from that service instance. As a result, the licenses are available only to the licensed
clients that are served by the service instance to which the license server is bound.

You can bind multiple license servers to the same CLS instance but only one license server
to the same DLS instance. If you want to use a different license server than the license server
that was originally bound to a DLS instance, free the license sever as explained in #unique_34.

This task is necessary only if you are not using the default CLS instance.

1. Inthe NVIDIA Licensing Portal, navigate to the organization or virtual group to which the
license server belongs.

a). If you are not already logged in, log in to the NVIDIA Enterprise Application Hub and
click NVIDIA LICENSING PORTAL to go to the NVIDIA Licensing Portal.

b). Optional: If your assigned roles give you access to multiple virtual groups, click View
settings at the top right of the page and in the My Info window that opens, select the
virtual group from the Virtual Group drop-down list, and close the My Info window.

2. Inthe left navigation pane of the NVIDIA Licensing Portal dashboard, expand LICENSE
SERVERS and click LIST SERVERS.

3. Inthe list of license servers on the License Servers page that opens, from the Actions
menu for the license server, choose Bind.

4. In the Bind Service Instance pop-up window that opens, select the service instance to
which you want to bind the license server and click BIND.
The Bind Service Instance pop-up window confirms that the license server has been
bound to the service instance.

After a license server has been bound to a service instance, the license server is freed from
the service instance when the service instance is deleted. You can also free a license sever as

explained in #unique_34.

3.9. Installing a License Server on a CLS
Instance

This task is necessary only if you are not using the default CLS instance.

1. In the NVIDIA Licensing Portal, navigate to the organization or virtual group for which you
want to install the license server.

a). If you are not already logged in, log in to the NVIDIA Enterprise Application Hub and
click NVIDIA LICENSING PORTAL to go to the NVIDIA Licensing Portal.
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b). Optional: If your assigned roles give you access to multiple virtual groups, click View
settings at the top right of the page and in the My Info window that opens, select the
virtual group from the Virtual Group drop-down list, and close the My Info window.

2. Inthe left navigation pane of the NVIDIA Licensing Portal dashboard, expand LICENSE
SERVER and click LIST SERVERS.

3. Inthe list of license servers on the License Servers page that opens, click the name of the
license server that you want to install.

4. In the License Server Details page that opens, from the Actions menu, choose Install.
5. In the Install License Server pop-up window that opens, click INSTALL SERVER.

3.6. Generating a Client Configuration
Token for a CLS Instance

1. Login to the NVIDIA Enterprise Application Hub and click NVIDIA LICENSING PORTAL to
go to the NVIDIA Licensing Portal.

2. Ifyour assigned roles give you access to multiple virtual groups, select the virtual group
for which you are managing licenses from the list of virtual groups at the top right of the
NVIDIA Licensing Portal dashboard.

3. Inthe left navigation pane, click SERVICE INSTANCES.
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4. On the Service Instances page that opens, from the Actions menu for the CLS instance
for which you want to generate a client configuration token, choose Generate client

configuration token.

references that you want to include in the client configuration token.

In the Generate Client Configuration Token pop-up window that opens, select the
al. From the list of scope references, select the scope references that you want to include.

5.
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Generate Client Configuration Token

Create a configuration token for client access to server resources

Scope references  Fulfillment class references

Y Search scope references

m  SERVER NAME “ o REFERENCE /'

E] e -

< < (1-10f1scope references) 1 of 1 pages >

~+, DOWNLOAD CLIENT CONFIGURATION TOKEN

You must select at least one scope reference.

Each scope reference specifies the license server that will fulfil a license request.

b]. Optional: Click the Fulfillment class references tab, and from the list of fulfillment
class references, select the fulfillment class references that you want to include.
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v, DOWNLOAD CLIENT CONFIGURATION TOKEN

Including fulfillment class references is optional.

c). Optional: In the Expiration section, select an expiration date for the client configuration
token. If you do not select a date, the default token expiration time is 12 years.

d). Click DOWNLOAD CLIENT CONFIGURATION TOKEN.

Afile named client configuration token mm-dd-yyyy-hh-mm-ss.tok Is saved to
your default downloads folder.

After creating a client configuration token from a service instance, copy the client
configuration token to each licensed client that you want to use the combination of license
servers and fulfillment conditions specified in the token. For more information, see
Prerequisites for Configuring a Licensed Client of NVIDIA License System with a Networked
License.
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Chapter 4. Installing and Configuring
NVIDIA vGPU Manager and
the Guest Driver

Before installing and configuring NVIDIA vGPU Manager and the guest driver, ensure that a VM
running a supported Windows guest OS is configured in your chosen hypervisor.

The factory settings of some supported GPU boards are incompatible with NVIDIA Al
Enterprise. Before configuring NVIDIA Al Enterprise on these GPU boards, you must configure
the boards to change these settings.

4.1.  Switching the Mode of a GPU that
Supports Multiple Display Modes

Some GPUs support displayless and display-enabled modes but must be used in NVIDIA Al
Enterprise deployments in displayless mode.

The GPUs listed in the following table support multiple display modes. As shown in the table,
some GPUs are supplied from the factory in displayless mode, but other GPUs are supplied in
a display-enabled mode.

GPU Mode as Supplied from the Factory
NVIDIA A40 Displayless

NVIDIA RTX A5000 Display enabled

NVIDIA RTX A6000 Display enabled

A GPU that is supplied from the factory in displayless mode, such as the NVIDIA A40 GPU,
might be in a display-enabled mode if its mode has previously been changed.

To change the mode of a GPU that supports multiple display modes, use the
displaymodeselector tool, which you can request from the NVIDIA Display Mode Selector
Tool page on the NVIDIA Developer website.

S| Note:
Only the following GPUs support the displaymodeselector tool:
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» NVIDIA A4Q
» NVIDIA RTX A5000
» NVIDIA RTX A6000

Other GPUs that support NVIDIA Al Enterprise do not support the displaymodeselector tool
and, unless otherwise stated, do not require display mode switching.

4.2. Installing the NVIDIA Virtual GPU

Manager on VMware vSphere

For all supported VMware vSphere releases, the NVIDIA Virtual GPU Manager package is
distributed as a software component in a ZIP archive. For supported releases before VMware
vSphere 7.0, the NVIDIA Virtual GPU Manager package is also distributed as a vSphere
Installation Bundle (VIB] file.

Before you begin, ensure that the following prerequisites are met:

» The ZIP archive that contains NVIDIA Al Enterprise has been downloaded from the NVIDIA
Licensing Portal.

» The NVIDIA Virtual GPU Manager package has been extracted from the downloaded ZIP
archive.

1. Copy the NVIDIA Virtual GPU Manager package file to the ESXi host.
2. Put the ESXi host into maintenance mode.
S esxcli system maintenanceMode set --enable true

3. Runthe esxcli command to install the NVIDIA Virtual GPU Manager from the package
file.

S esxcli software vib install -d /vmfs/volumes/datastore/software-component.zip
datastore
The name of the VMFS datastore to which you copied the software component.
software-component
The name of the file that contains the NVIDIA Virtual GPU Manager package in the form
of a software component. Ensure that you specify the file that was extracted from the
downloaded ZIP archive. For example, for VMware vSphere 7.0.2, software-component
IS NVD.NVIDIA bootbank NVIDIA-VMware 510.73.06-10EM.702.0.0.8169922-
offline_bundle-build-number.

» For a software component, run the following command:

S esxcli software vib install -d /vmfs/volumes/datastore/software-component.zip
datastore

The name of the VMFS datastore to which you copied the software component.
software-component

The name of the file that contains the NVIDIA Virtual GPU Manager package

in the form of a software component. Ensure that you specify the file that

was extracted from the downloaded ZIP archive. For example, for VMware

vSphere 7.0.2, software-component is NVD .NVIDIA bootbank NVIDIA-

VMware 510.73.06-10EM.702.0.0.8169922-offline bundle-build-number.
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» ForaVIBfile, run the following command:
S esxcli software vib install -v directory/NVIDIA** . vib
directory
The absolute path to the directory to which you copied the VIB file. You must specify
the absolute path even if the VIB file is in the current working directory.
4. Exit maintenance mode.
$ esxcli system maintenanceMode set --enable false
5. Reboot the ESXi host.
$ reboot
6. Verify that the NVIDIA kernel driver can successfully communicate with the physical GPUs
In your system by running the nvidia-smi command without any options.
$ nvidia-smi

If successful, the nvidia-smi command lists all the GPUs in your system.

4.3. Disabling and Enabling ECC Memory

Some GPUs that support NVIDIA Al Enterprise support error correcting code (ECC) memory
with NVIDIA vGPU. ECC memory improves data integrity by detecting and handling double-
bit errors. However, not all GPUs, vGPU types, and hypervisor software versions support ECC
memory with NVIDIA vGPU.

On GPUs that support ECC memory with NVIDIA vGPU, ECC memory is supported with C-
series and Q-series vGPUs, but not with A-series and B-series vGPUs. Although A-series and
B-series vGPUs start on physical GPUs on which ECC memory is enabled, enabling ECC with
vGPUs that do not support it might incur some costs.

On physical GPUs that do not have HBM2 memory, the amount of frame buffer that is usable
by vGPUs is reduced. All types of vGPU are affected, not just vGPUs that support ECC memory.

The effects of enabling ECC memory on a physical GPU are as follows:
» ECC memory is exposed as a feature on all supported vGPUs on the physical GPU.

» In VMs that support ECC memory, ECC memory is enabled, with the option to disable ECC
in the VM.

» ECC memory can be enabled or disabled for individual VMs. Enabling or disabling ECC
memory in a VM does not affect the amount of frame buffer that is usable by vGPUs.

GPUs based on the Pascal GPU architecture and later GPU architectures support ECC
memory with NVIDIA vGPU. To determine whether ECC memory is enabled for a GPU, run
nvidia-smi -q for the GPU.

Tesla M60 and M6 GPUs support ECC memory when used without GPU virtualization, but
NVIDIA vGPU does not support ECC memory with these GPUs. In graphics mode, these GPUs
are supplied with ECC memory disabled by default.

Some hypervisor software versions do not support ECC memory with NVIDIA vGPU.

If you are using a hypervisor software version or GPU that does not support ECC memory with
NVIDIA vGPU and ECC memory is enabled, NVIDIA vGPU fails to start. In this situation, you
must ensure that ECC memory is disabled on all GPUs if you are using NVIDIA vGPU.
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4.3.1. Disabling ECC Memory

If ECC memory is unsuitable for your workloads but is enabled on your GPUs, disable it. You
must also ensure that ECC memory is disabled on all GPUs if you are using NVIDIA vGPU with
a hypervisor software version or a GPU that does not support ECC memory with NVIDIA vGPU.
If your hypervisor software version or GPU does not support ECC memory and ECC memory is
enabled, NVIDIA vGPU fails to start.

Where to perform this task depends on whether you are changing ECC memory settings for a
physical GPU or a vGPU.

» Fora physical GPU, perform this task from the hypervisor host.
» ForavGPU, perform this task from the VM to which the vGPU is assigned.

Note: ECC memory must be enabled on the physical GPU on which the vGPUs reside.

Before you begin, ensure that NVIDIA Virtual GPU Manager is installed on your hypervisor. If
you are changing ECC memory settings for a vGPU, also ensure that the NVIDIA Al Enterprise
graphics driver is installed in the VM to which the vGPU is assigned.

1. Use nvidia-smi to list the status of all physical GPUs or vGPUs, and check for ECC noted
as enabled.

# nvidia-smi -gq

NVSMI LOG
Timestamp : Mon Jul 18 18:36:45 2022
Driver Version : 510.73.06
Attached GPUs : 1

GPU 0000:02:00.0

[...]

Ecc Mode
Current : Enabled
Pending : Enabled

[...]
2. Change the ECC status to off for each GPU for which ECC is enabled.

» If you want to change the ECC status to off for all GPUs on your host machine or vGPUs
assigned to the VM, run this command:
# nvidia-smi -e 0

» If you want to change the ECC status to off for a specific GPU or vGPU, run this
command:
# nvidia-smi -i id -e 0

id is the index of the GPU or vGPU as reported by nvidia-smi.

This example disables ECC for the GPU with index 0000:02:00. 0.
# nvidia-smi -i 0000:02:00.0 -e 0
3. Reboot the host or restart the VM.
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4. Confirm that ECC is now disabled for the GPU or vGPU.

# nvidia—smi —q

NVSMI LOG
Timestamp : Mon Jul 18 18:37:53 2022
Driver Version : 510.73.06
Attached GPUs g 1

GPU 0000:02:00.0
[oool

Ecc Mode
Current : Disabled
Pending : Disabled

[oool

If you later need to enable ECC on your GPUs or vGPUs, follow the instructions in Enabling
ECC Memory.

4.3.2. Enabling ECC Memory

If ECC memory is suitable for your workloads and is supported by your hypervisor software
and GPUs, but is disabled on your GPUs or vGPUs, enable it.

Where to perform this task depends on whether you are changing ECC memory settings for a
physical GPU or a vGPU.

» For a physical GPU, perform this task from the hypervisor host.
» ForavGPU, perform this task from the VM to which the vGPU is assigned.

Note: ECC memory must be enabled on the physical GPU on which the vGPUs reside.

Before you begin, ensure that NVIDIA Virtual GPU Manager is installed on your hypervisor. If
you are changing ECC memory settings for a vGPU, also ensure that the NVIDIA Al Enterprise
graphics driver is installed in the VM to which the vGPU is assigned.

1. Use nvidia-smi to list the status of all physical GPUs or vGPUs, and check for ECC noted
as disabled.

# nvidia-smi -gq

NVSMI LOG
Timestamp : Mon Jul 18 18:36:45 2022
Driver Version : 510.73.06
Attached GPUs g 1

GPU 0000:02:00.0

[oool

Ecc Mode
Current : Disabled
Pending : Disabled
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2. Change the ECC status to on for each GPU or vGPU for which ECC is enabled.

» If you want to change the ECC status to on for all GPUs on your host machine or vGPUs
assigned to the VM, run this command:
# nvidia-smi -e 1

» If you want to change the ECC status to on for a specific GPU or vGPU, run this
command:
# nvidia-smi -i id -e 1

id is the index of the GPU or vGPU as reported by nvidia-smi.

This example enables ECC for the GPU with index 0000:02:00.0.
# nvidia-smi -i 0000:02:00.0 -e 1

3. Reboot the host or restart the VM.

4. Confirm that ECC is now enabled for the GPU or vGPU.

# nvidia—smi —q

NVSMI LOG
Timestamp : Mon Jul 18 18:37:53 2022
Driver Version : 510.73.06
Attached GPUs : 1

GPU 0000:02:00.0
[oool

Ecc Mode
Current : Enabled
Pending : Enabled

[...]

If you later need to disable ECC on your GPUs or vGPUs, follow the instructions in Disabling
ECC Memory.

4.4.  Changing the Default Graphics Type
iIn VMware vSphere 6.5 and Later

The vGPU Manager VIBs for VMware vSphere 6.5 and later provide vSGA and vGPU
functionality in a single VIB. After this VIB is installed, the default graphics type is Shared,
which provides vSGA functionality. To enable vGPU support for VMs in VMware vSphere 6.5,
you must change the default graphics type to Shared Direct. If you do not change the default
graphics type, VMs to which a vGPU is assigned fail to start and the following error message is
displayed:

The amount of graphics resource available in the parent resource pool is
insufficient for the operation.

@ Note:

If you are using a supported version of VMware vSphere earlier than 6.5, or are configuring a
VM to use VSGA, omit this task.
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Change the default graphics type before configuring vGPU. Output from the VM console in the
VMware vSphere Web Client is not available for VMs that are running vGPU.

Before changing the default graphics type, ensure that the ESXi host is running and that all
VMs on the host are powered off.

1. Log in to vCenter Server by using the vSphere Web Client.

2. Inthe navigation tree, select your ESXi host and click the Configure tab.
3. From the menu, choose Graphics and then click the Host Graphics tab.
4. On the Host Graphics tab, click Edit.

vmware® vSphere Web Client #= T | Administrator@PSG-HOME.LOCAL ~ | Help ~
Navigator X [ 1921681130 | B 7 [ [ [ | iActons - =
4 Back Getting Started Summary  Monitor | Configure | Permissions VMs Resource Pools Datastores Networks

g 8

~[31192.168.11.6 “ Host Graphics | Graphics Devices

Advanced -

w [I5 home Host Graphics Settings -.21_
» B 192.168.11.20 w Virtual Machines -
E 192.168.11.30 VM Startup/Shutdown Default graphics type: Shared
Agent VM Settings Shared passthrough GPU Spread VMs across GPUs (best performance)

assignment policy:

Swap file location
Default VM Compatibility
+ System
Licensing
Time Configuration
Authentication Services
Certificate
Power Management
Advanced System Settings
System Resource Reservation
Security Profile
System Swap
Host Profile
+ Hardware
Processors
Memory
Power Management
PCI Devices

w Virtual Flash -

< st »
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Figure 1. Shared default graphics type
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w Virtual Machines

» [ 192.168.11.20

g 192.168.11.30 VM Startup/Shutdown Default graphics type: Shared

Agent VM Settings Shared passthrough GPU Spread VMs across GPUs (best performance)
assignment policy:

Swap file location
Default VM Compatibility

w System
Licensing
Time Configuration
Authentication Services
Certificate
Power Management
Advanced System Settings
System Resource Reservation
Security Profile
System Swap
Host Profile

+ Hardware
Processors
Memory

T

Power Management
PCI Devices

+w Virtual Flash =
< : »

5. In the Edit Host Graphics Settings dialog box that opens, select Shared Direct and click
OK.
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@ 192.168.11.30 - Edit Host Graphics Settings

() Shared
VMware shared virtual graphics

(¢) Shared Direct
Vendor shared passthrough graphics

Shared passthrough GPU assignment policy:
(») Spread VMs across GPUs (best performance)

(L) Group VMs on GPU until full (GPU consolidation)

& Settings will take effect after restarting the host or "xorg" service.

OK ][ Cancel
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Figure 2. Host graphics settings for vGPU

[Zl 192.168.11.30 - Edit Host Graphics Settings (?)

& Settings will take effect after restarting the host or "xorg" service.

() Shared
VMware shared virtual graphics

(¢) Shared Direct
Vendor shared passthrough graphics

Shared passthrough GPU assignment policy:
(») Spread VMs across GPUs (best performance)

(L) Group VMs on GPU until full (GPU consolidation)

S| Note: In this dialog box, you can also change the allocation scheme for vGPU-enabled VMs.
For more information, see #unique_45.

After you click OK, the default graphics type changes to Shared Direct.
. Click the Graphics Devices tab to verify the configured type of each physical GPU on which
you want to configure vGPU.

The configured type of each physical GPU must be Shared Direct. For any physical GPU for
which the configured type is Shared, change the configured type as follows:

a). On the Graphics Devices tab, select the physical GPU and click the Edit icon.

Getting Started  Summary  Monitor | Configure | Permissions  VMs Resource Pools Datastores  Nefworks  Update Manager

g Host Graphics ‘ Graphics Devices

Graphics Devices

Centificate 7
Acive Type Confgured Type Memory

Power Management

NVIDIATesla M60 NVIDIA Corporation Shared Shared 7.9 GB

Advanced System Settings
NVIDIATesla M50 NVIDIA Corporation Shared Shared 7.99 GB

System Resource Reservation

Security Profile

System Swap

Host Profile

ST M (Q Find - 2items [ Bwort+ [ Copy~
Processors

VMs associated with the graphics device "NVIDIATesla M60™
Memory

ECTE ¢ " O e
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Figure 3. Shared graphics type

Getting Started  Summary  Monitor | Configure | Permissions VMs Resource Pools Datastores  Nefworks  Update Manager

" A Host Graphics | Graphics Devices

Time Configuration

Graphics Devices
Authentication Services

contcs s
Power Management Name Vandor Acive Type Configurea Type e
Advanced System Settings NVIDIATesla M60 NVIDIA Corporation Shared Shared 7.98 GB
A ——— NVIDIATesla M60 NVIDIA Corporation Shared Shared 79968
Security Profile
System Swap
Host Profile
+ Hardware L] 2items [3Export~ [5Copy~

Bocessos VMs associated with the graphics device "NVIDIATe sla MG0"

Memory
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b). In the Edit Graphics Device Settings dialog box that opens, select Shared Direct and
click OK.

A\ Settings will take efect after restarting the host or "xorg” service

() shared
VMvware shared virtual graphics

(=) Shared Diract
Vendor shared passthrough graphics
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Figure 4. Graphics device settings for a physical GPU

A Settings will take effect after restarting the host or “xorg" service.

() Shared
VMware shared virtual graphics

(=) Shared Direct
Vendor shared passthrough graphics

7. Restart the ESXi host or stop and restart the Xorg service if necessary and nv-hostengine
on the ESXi host.
To stop and restart the Xorg service and nv-hostengine, perform these steps:
a). VMware vSphere releases before 7.0 Update 1 only: Stop the Xorg service.
As of VMware vSphere 7.0 Update 1, the Xorg service is no longer required for graphics
devices in NVIDIA vGPU mode.
b). Stop nv-hostengine.
[root@esxi:~] nv-hostengine -t
c). Wait for 1 second to allow nv-hostengine to stop.
d). Start nv-hostengine.
[root@esxi:~] nv-hostengine -d

e)]. VMware vSphere releases before 7.0 Update 1 only: Start the Xorg service.

As of VMware vSphere 7.0 Update 1, the Xorg service is no longer required for graphics
devices in NVIDIA vGPU mode.

[root@esxi:~] /etc/init.d/xorg start

8. In the Graphics Devices tab of the VMware vCenter Web Ul, confirm that the active type
and the configured type of each physical GPU are Shared Direct.

Gefting Started Summary  Monitor | Configure | Permissions VMs Resource Pools Datastores Networks Update Manager

" 5 Host Graphics | Graphics Devices

Time Configuration

Graphics Devices
Authentication Services

Certificate rd Q Fifter -
Power Management Name Vender Active Type: Configured Type Memary
Advanced System Settings NVIDIATesla M50 NVIDIA Corporation ‘Shared Direct Shared Direct 79868
Y NVIDIATesla M60 NVIDIA Corporation ‘Shared Direct Shared Direct 79068
security Profile
System Swap
Host Profile
+ Haraware L] 2items. (3 Bport -+ ([3Copy~

DRULESS S VMs associated with the graphics device "NVIDIATesla M60"
Memory
& [ W G & | Gacons - % (q Fiter -
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Gefting Started _ Summary _ Monitor | Configure | Permissions VMs  Resource Pools  Datastores  Networks  Update Manager
Host Graphics | Graphics Devices
Time Configuration
Graphics Devices
Authentication Services
Certificate 7 (a Fitter -)
Power Management Name Vendar acive Type Configured Type Memory
[ BT NVIDIATesia M§0 NVIDIA Corporation Shared Direct Shared Direct 7.98GB
NVIDIATesla M§0 NVIDIA Corporation Shared Direct Shared Direct 7.99 GB
System Resource Reservation
Security Profile
System Swap
Host Profile
 Hardware L . 2items (3 Exvort ({3 Copy~
Processors
VMs associated with the graphics device "NVIDIATesla MG0™
Memory

= & | {Gractons ~ (o Fiter -

After changing the default graphics type, configure vGPU as explained in Configuring a
vSphere VM with NVIDIA vGPU.

See also the following topics in the VMware vSphere documentation:

» LogintovCenter Server by Using the vSphere Web Client

» Configuring Host Graphics

4.5.  Configuring a vSphere VM with
NVIDIA vGPU

To support applications and workloads that are compute or graphics intensive, you can add
multiple vGPUs to a single VM.

For details about which VMware vSphere versions and NVIDIA vGPUs support the assignment
of multiple vGPUs to a VM, see NVIDIA Al Enterprise Release Notes.

If you upgraded to VMware vSphere 6.7 Update 3 from an earlier version and are using VMs
that were created with that version, change the VM compatibility to vSphere 6.7 Update 2 and
later. For details, see Virtual Machine Compatibility in the VMware documentation.

If you are adding multiple vVGPUs to a single VM, perform this task for each vGPU that you want
to add to the VM.

CAUTION: Output from the VM console in the VMware vSphere Web Client is not available for
VMs that are running vGPU. Make sure that you have installed an alternate means of accessing
the VM (such as VMware Horizon or a VNC server] before you configure vGPU.
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VM console in vSphere Web Client will become active again once the vGPU parameters are
removed from the VM's configuration.

Note: If you are configuring a VM to use VMware vSGA, omit this task.

1. Open the vCenter Web Ul.
2. Inthe vCenter Web Ul, right-click the VM and choose Edit Settings.
3. Click the Virtual Hardware tab.
4. In the New device list, select Shared PCI Device and click Add.
The PCI device field should be auto-populated with NVIDIA GRID vGPU.
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Figure 6. VM settings for vGPU
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= "
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1 Win7x86 - Edit Settings (2]
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5. From the GPU Profile drop-down menu, choose the type of vGPU you want to configure
and click OK.

Note: VMware vSphere does not support vCS. Therefore, C-series vGPU types are not
available for selection from the GPU Profile drop-down menu.

6. Ensure that VMs running vGPU have all their memory reserved:
a). Select Edit virtual machine settings from the vCenter Web Ul.
b). Expand the Memory section and click Reserve all guest memory (ALl locked).
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After you have configured a vSphere VM with a vGPU, start the VM. VM console in vSphere Web

Client is not supported in this vVGPU release. Therefore, use VMware Horizon or VNC to access
the VM’'s desktop.

After the VM has booted, install the NVIDIA Al Enterprise graphics driver as explained in

#unique_ 47Installing and Licensing NVIDIA Al Enterprise Components Required in a Guest
VM.
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Chapter 5. Installing and Licensing
NVIDIA Al Enterprise
Components Required in a
Guest VM

5.1.  Installing the NVIDIA Al Enterprise
Graphics Driver on Ubuntu from a
Debian Package

The NVIDIA Al Enterprise graphics driver for Ubuntu is distributed as a Debian package file.
This task requires sudo privileges.

1. Copy the NVIDIA Al Enterprise Linux driver package, for example nvidia-linux-
grid-510 510.73.08 amdé64.deb, to the guest VM where you are installing the driver.

2. Login to the guest VM as a user with sudo privileges.

3. Open a command shell and change to the directory that contains the NVIDIA Al Enterprise
Linux driver package.

4. From the command shell, run the command to install the package.
$ sudo apt-get install ./nvidia-linux-grid-510_510.73.08_amdé64.deb

5. Verify that the NVIDIA driver is operational.
a). Reboot the system and log in.

b). After the system has rebooted, confirm that you can see your NVIDIA vGPU device in
the output from the nvidia-smi command.

S nvidia-smi
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5.2. Prerequisites for Configuring a
Licensed Client of NVIDIA License
System with a Networked License

A client with a network connection obtains a license by leasing it from a NVIDIA License
System service instance. The service instance serves the license to the client over the network
from a pool of floating licenses obtained from the NVIDIA Licensing Portal. The license is
returned to the service instance when the licensed client no longer requires the license.

Note: NVIDIA Al Enterprise releases earlier than 13.0 do not support NVIDIA License System.
For full details of NVIDIA Al Enterprise releases that support NVIDIA License System, refer to .

Before configuring a licensed client, ensure that the following prerequisites are met:
» The NVIDIA Al Enterprise graphics driver is installed on the client.

» The client configuration token that you want to deploy on the client has been created from
the NVIDIA Licensing Portal or the DLS as explained in NVIDIA License System User Guide.

» Ports 443 and 80 in your firewall or proxy must be open to allow HTTPS traffic between
a service instance and its the licensed clients. These ports must be open for both CLS
instances and DLS instances.

Note: For DLS releases before DLS 1.1, ports 8081 and 8082 were also required to be open
to allow HTTPS traffic between a DLS instance and its licensed clients. Although these
ports are no longer required, they remain supported for backward compatibility.

The graphics driver creates a default location in which to store the client configuration

token on the client. If you want to use this location for the client configuration token and,

on Windows, are configuring the client with NVIDIA vGPU, you can configure the client with
default settings. Otherwise, you must configure the client with custom settings as explained in

#unique_50.

The process for configuring a licensed client is the same for CLS and DLS instances but
depends on the OS that is running on the client.

5.2.1. Configuring a Licensed Client with a
Networked License on Linux with Default
Settings

Perform this task from the client.

1. As root, open the file /etc/nvidia/gridd.conf Iin a plain-text editor, such as vi.
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$ sudo vi /etc/nvidia/gridd.conf

Note: You can create the /etc/nvidia/gridd.conf file by copying the supplied template
file /etc/nvidia/gridd.conf.template.

2. Add the FeatureType configuration parameter to the file /etc/nvidia/gridd.conf on a
new line as FeatureType="value".

value depends on the type of the GPU assigned to the licensed client that you are

configuring.
GPU Type Value
NVIDIA vGPU 1. NVIDIA Al Enterprise automatically selects the correct
type of license based on the vGPU type.
Physical GPU The feature type of a GPU in pass-through mode or a bare-

metal deployment:

» 0: NVIDIA Virtual Applications
»  2: NVIDIA RTX Virtual Workstation
» 4: NVIDIA Virtual Compute Server

Note: You can also perform this step from NVIDIA X Server Settings. Before using NVIDIA X
Server Settings to perform this step, ensure that this option has been enabled as explained
in #unigue 52NVIDIA Al Enterprise Client Licensing User Guide.

This example shows how to configure a licensed Linux client for .

# /etc/nvidia/gridd.conf.template - Configuration file for NVIDIA Grid Daemon
# Description: Set Feature to be enabled

# Data type: integer

# Possible values:

# 0 => for unlicensed state

# 1 => for NVIDIA vGPU

# 2 => for NVIDIA RTX Virtual Workstation

#
F

4 => for NVIDIA Virtual Compute Server
eatureType=

3. Copy the client configuration token to the /etc/nvidia/ClientConfigToken directory.

4. Ensure that the file access modes of the client configuration token allow the owner to

read, write, and execute the token, and the group and others only to read the token.
al). Determine the current file access modes of the client configuration token.

# 1ls -1 client-configuration-token-directory
b). If necessary, change the mode of the client configuration token to 744.

# chmod 744 client-configuration-token-directory/client configuration_token_ *.tok
client-configuration-token-directory

The directory to which you copied the client configuration token in the previous step.

5. Save your changes to the /etc/nvidia/gridd.conf file and close the file.
6. Restartthe nvidia-gridd service.

NVIDIA Al Enterprise QSG-10396-001 _v2.1 | 58


http://docs.nvidia.com/ai-enterprise/2.0/pdf/nvidia-ai-enterprise-client-licensing-user-guide.pdf

Installing and Licensing NVIDIA Al Enterprise Components Required in a Guest VM

The NVIDIA service on the client should now automatically obtain a license from the CLS or
DLS instance.

5.2.2. Verifying the NVIDIA Al Enterprise License

Status of a Licensed Client

After configuring a client with an NVIDIA Al Enterprise license, verify the license status by
displaying the licensed product name and status.

To verify the license status of a licensed client, run nvidia-smi with the —q or --query option.
If the product is licensed, the expiration date is shown in the license status.

nvidia-smi -q

NVSMI LOG
Timestamp Wed Mar 31 01:49:28 2020
Driver Version : 440.88
CUDA Version : 10.0
Attached GPUs g 1

GPU 00000000:00:08.0

Product Name : Tesla T4
Product Brand : Grid
Display Mode : Enabled
Display Active : Disabled
Persistence Mode : N/A
Accounting Mode : Disabled
Accounting Mode Buffer Size : 4000
Driver Model

Current : WDDM

Pending : WDDM
Serial Number : 0334018000638
GPU UUID GPU-ba2310b6-95d1-802b-f96f-5865410fe517
Minor Number N/A
VBIOS Version 90.04.21.00.01
MultiGPU Board No
Board ID 0x8

GPU Part Number
Inforom Version
Image Version
OEM Object
ECC Object
Power Management Object
GPU Operation Mode
Current
Pending
GPU Virtualization Mode
Virtualization mode

vGPU Software Licensed Product

Product Name
License Status

699-2G183-0200-100

G183.0200.00.02
1.1
5.0
N/A

N/A
N/A

Pass-Through

: NVIDIA Virtual Compute ServerGRID vGaming

Licensed (Expiry: 2021-11-13 18:29:59 GMT)

5.3. Installing NVIDIA Container Toolkit

Use NVIDIA Container Toolkit to build and run GPU accelerated Docker containers. The toolkit
includes a container runtime library and utilities to configure containers to use NVIDIA GPUs
automatically.
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Ensure that the following software is installed in the guest VM:

> Docker 20.10 for your Linux distribution. For instructions, refer to Install Docker Engine on
Ubuntu in the Docker product manuals.

» The NVIDIA Al Enterprise graphics driver. For instructions, refer to Installing the NVIDIA Al
Enterprise Graphics Driver on Ubuntu from a Debian Package.

Note: You do not need to install NVIDIA CUDA Toolkit on the hypervisor host.

1. Set up the GPG key and configure apt to use NVIDIA Container Toolkit packages in the file
/etc/apt/sources.list.d/nvidia-docker.list.

$ distribution=$(. /etc/os-release;echo SIDSVERSION ID)

$ curl -s -L https://nvidia.github.io/nvidia-docker/gpgkey | sudo apt-key add -
$ curl -s -L https://nvidia.github.io/nvidia-docker/$distribution/nvidia-
docker.list | sudo tee /etc/apt/sources.list.d/nvidia-docker.list

2. Download information from all configured sources about the latest versions of the
packages and install the nvidia-container-toolkit package.
$ sudo apt-get update && sudo apt-get install -y nvidia-container-toolkit
3. Restart the Docker service.

$ sudo systemctl restart docker
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5.4.  Verifying the Installation of NVIDIA
Container Toolkit

1. Run the nvidia-smi command contained in the latest official NVIDIA CUDA Toolkit image.
S docker run --gpus all nvidia/cuda:11.0-base nvidia-smi

2. Start a GPU-enabled container on any two available GPUs.
$ docker run --gpus 2 nvidia/cuda:11.0-base nvidia-smi

3. Start a GPU-enabled container on two specific GPUs identified by their index numbers.

$ docker run --gpus '"device=1,2"' nvidia/cuda:10.0-base nvidia-smi

4. Start a GPU-enabled container on two specific GPUs with one GPU identified by its UUID
and the other GPU identified by its index number.

$ docker run --gpus '"device=UUID-ABCDEF,1"' nvidia/cuda:11.0-base nvidia-smi

5. Specify a GPU capability for the container.

$ docker run --gpus all,capabilities=utility nvidia/cuda:11.0-base nvidia-smi

5.9. Installing Software Distributed as
Container Images

The NGC container images accessed through the NVIDIA Enterprise Catalog includes the Al
and data science applications, frameworks, and software in the infrastructure optimization
and cloud native deployment layers. Each container image for an Al and data science
application or framework contains the entire user-space software stack that is required to run
the application or framework; namely, the CUDA libraries, cuDNN, any required Magnum 10
components, TensorRT, and the framework.

Ensure that you have completed the following tasks in NGC Private Registry User Guide:

»  Generating Your NGC API Key
» Accessing the NGC Container Registry

Perform this task from the VM.

For each Al or data science application that you are interested in, load the container as
explained in Uploading an NVIDIA Container Image onto Your System in NGC Private Registry
User Guide.
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The following table lists the Docker pull command for downloading the container for each

application or framework.

Application or Framework
NVIDIA TensorRT

NVIDIA Triton Inference Server
NVIDIA Triton Inference Server
NVIDIA Triton Inference Server

PyTorch

RAPIDS

TensorFlow 1

TensorFlow 2

Other Software
GPU Operator

Network Operator

vGPU Guest Driver, Ubuntu

Docker pull Command

docker pull nvcr.io/nvaie/
tensorflow-1-1:22.05-nvaie2.1-tfl-py3

docker pull nvcr.io/nvaie/
tritonserver:21.08-py3-sdk

docker pull nvcr.io/nvaie/
tritonserver-1-1:21.08-py3-min

docker pull nvcr.io/nvaie/
tritonserver-1-1:21.08-py3
docker pull nvcr.io/nvaie/

pytorch-1-1:21.08-py3

docker pull nvcr.io/nvaie/nvidia-
rapids-1-1:22.04-cudall.4-ubuntu20.04-

py3.8

docker pull nvcr.io/nvaie/
tensorflow-1-1:21.08-tfl-py3

docker pull nvcr.io/nvaie/
tensorflow-1-1:21.08-tf2-py3

Docker pull Command

docker pull nvcr.io/nvaie/gpu-
operator-1-1:v1.11

docker pull nvcr.io/nvaie/network-
operator-1-1:v1.2

docker pull nvcr.io/nvaie/vgpu-guest-
driver-1-1:510.73.08-ubuntu20.04

5.6.  Running ResNet-50 with TensorRT

This test verifies correct operation of NVIDIA Virtual Compute Server by running the ResNet-50
convolutional neural network with the TensorRT container from the NVIDIA GPU Cloud (NGC)

container registry.

S Note: This test does not require results to be reported for review. A PASSED result reported by

the test is sufficient for the test to pass.

To complete this test, you need a Linux VM that is configured with a C-series vGPU and in
which Docker CE 19.03 or later and the NVIDIA CUDA Toolkit are installed.

1. Pull the TensorRT NGC Container from the NGC container registry.

a). Copy the Pull Command provided in the listing for this container image on the NGC

website.

b). Run the command that you copied with sudo privileges.

For example, to pull version 20.03 of the container image, run the following command:
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$ sudo docker pull nvcr.io/nvidia/tensorrt:20.03-py3

2. Launch the container image that you pulled in the previous step on all vGPUs in interactive
mode, specifying that the container will be deleted when it is stopped.

For example, if you pulled version 20.03 of the container image, run the following
command to launch it:

$ sudo docker run --gpus all -it --rm nver.io/nvidia/tensorrt:20.03-py3

3. Launch the NVIDIA TensorRT container image on all vGPUs in interactive mode, specifying
that the container will be deleted when it is stopped.
S sudo docker run --gpus all -it --rm nver.io/nvaie/tensorrt:21.07-py3

4. From within the container runtime, change to the directory that contains test data for the
ResNet-50 convolutional neural network.
# cd /workspace/tensorrt/data/resnet50

5. Run the ResNet-50 convolutional neural network with FP32, FP16, and INT8 precision and
confirm that each test is completed with the result PASSED.
al. To run ResNet-50 with the default FP32 precision, run this command:

# trtexec --duration=90 --workspace=1024 --percentile=99 --avgRuns=100 \
--deploy=ResNet50_ N2.prototxt --batch=1 --output=prob

b). To run ResNet-50 with FP16 precision, add the --fp16 option:

# trtexec --duration=90 --workspace=1024 --percentile=99 --avgRuns=100 \
--deploy=ResNet50 N2.prototxt --batch=1 --output=prob --£fplé

c). To run ResNet-50 with INT8 precision, add the --int8 option:

# trtexec --duration=90 --workspace=1024 --percentile=99 --avgRuns=100 \
--deploy=ResNet50_N2.prototxt --batch=1 --output=prob --int8

6. Press Ctrl+P, Ctrl+Q to exit the container runtime and return to the Linux command shell.

5.7.  Running ResNet-50 with TensorFlow

This test verifies correct operation of NVIDIA Virtual Compute Server by running the ResNet-50
convolutional neural network with the TensorFlow 1 container from the NVIDIA GPU Cloud
(NGC) container registry.

S Note: This test does not require results to be reported for review. Any set of results reported by
the test is sufficient for the test to pass.

To complete this test, you need a Linux VM that is configured with a C-series vGPU and in
which Docker CE 19.03 or later and the NVIDIA CUDA Toolkit are installed.

1. From the NGC container registry, pull a container image release of the TensorRT NGC
Container tagged t£1.

S| Note: Ensure that you do not pull a container image release that is tagged t£2. This test
runs only with container image releases that are tagged tf1.

al. In the listing for this container image on the NGC website, click the Tags tab and locate
the most recent container image release that is tagged t£1.
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b). Click the ellipsis (...) for the container image release and click Pull Tag to copy the
command to pull this container image release.

c). Run the command that you copied with sudo privileges.

For example, to pull version 20.03 of the container image, run the following command:
$ sudo docker pull nvcr.io/nvidia/tensorflow:20.03-tfl-py3
2. Launch the container image that you pulled in the previous step on all vGPUs in interactive
mode, specifying that the container will be deleted when it is stopped.

For example, if you pulled version 20.03 of the container image, run the following
command to launch it:

$ sudo docker run --gpus all -it --rm \
nvcer.io/nvidia/tensorflow:20.03-tfl-py3

3. Launch the TensorFlow 1 container image on all vGPUs in interactive mode, specifying
that the container will be deleted when it is stopped.

$ sudo docker run --gpus all -it --rm \
nvcr.io/nvaie/tensorflow:21.07-tfl-py3

4. From within the container runtime, change to the directory that contains test data for cnn
example.

# cd /workspace/nvidia-examples/cnn

5. Run the ResNet-50 training test with FP16 precision.
# python resnet.py --layers 50 -b 64 -i 200 -u batch --precision fplé6

6. Confirm that all operations on the application are performed correctly and that a set of
results is reported when the test is completed.

7. Press Ctrl+P, Ctrl+Q to exit the container runtime and return to the Linux command shell.
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Chapter 6. Additional Information

The following table provides links to additional information about each application or
framework in NVIDIA Al Enterprise.
Application or Framework Additional Information

TensorFlow » TensorFlow Release Notes

» TensorFlow User Guide

PyTorch PyTorch Release Notes

NVIDIA Triton Inference Server Triton Inference Server Documentation on Github
NVIDIA TensorRT NVIDIA TensorRT Documentation

RAPIDS RAPIDS Docs on the RAPIDS project site

Other Software Additional Information

NVIDIA GPU Operator NVIDIA GPU Operator Documentation

NVIDIA Network Operator NVIDIA Network Operator Documentation
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