NVIDIA.

Running NVIDIA Parabricks on GCP



Table of contents

What is NVIDIA Parabricks?
Starting a Compute Instance
Installing Parabricks

Testing Parabricks

Closing Remarks

Running NVIDIA Parabricks on GCP



List of Figures

Figure 0. Image Vm Instances
Figure 1. Image Instance Settings
Figure 2. Image Machine Configuration
Figure 3. Image Boot Disk

Figure 4. Image Create

Figure 5. Image Ssh

Figure 6. Image Install Drivers
Figure 7. Image Docker Ps

Figure 8. Image Ngc1

Figure 9. Image Docker Pull1
Figure 10. Image Tree

Figure 11. Image Startup

Figure 12. Image File List

Running NVIDIA Parabricks on GCP



This guide shows how to run Parabricks on a compute instance on Google Cloud Platform
(GCP).

What is NVIDIA Parabricks?

Parabricks is an accelerated compute framework that supports applications across the
genomics industry, primarily supporting analytical workflows for DNA, RNA, and somatic
mutation detection applications. With industry leading compute times, Parabricks rapidly
converts a FASTQ file to a VCF using multiple, industry validated variant callers and also
includes the ability to QC and annotate those variants. As Parabricks is based upon
publicly available tools, results are easy to verify and combine with other publicly
available data sets.

More information is available on the Parabricks Product Page.

Detailed installation, usage, and tuning information is available in the Parabricks user
guide.

Starting a Compute Instance

In this section, we will show how to start a Compute Instance on GCP.

Begin by navigating to the Google Cloud homepage and selecting Compute Engine from
the left sidebar. This will take us to the VM instances page.
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https://console.cloud.google.com/marketplace/product/nvidia-ngc-public/nvidia-clara-parabricks-new-plan?project=nvidia-ngc-public
https://console.cloud.google.com/marketplace/product/nvidia-ngc-public/nvidia-clara-parabricks-new-plan?project=nvidia-ngc-public
https://www.nvidia.com/en-us/clara/genomics/
https://docs.nvidia.com/clara/parabricks/4.0.0/index.html
https://docs.nvidia.com/clara/parabricks/4.0.0/index.html
https://console.cloud.google.com/

= Google Cloud 8¢ nvidiangc-dev w Search for resources, docs, products, and more (/)
ﬁt Compute Engine VM instances [ CREATEINSTANCE % IMPORTVM (% REFRESH W START/RESUME M STOP  |I SUSPEND () RESET
Virtual machines A
INSTANCES INSTANCE SCHEDULES

B VMinstances
@  Get better visibility into your VMs by installing Ops Agent - aggregate logs and metrics in one place. Learn more
=] Instance templates

B Soletenant nodes
VM instances are highly configurable virtual machines for running workloads on Google

B Machine images infrastructure. Learn more

At the top of the page, select Create Instance. Here we can configure all the settings for
our VM instance. Under Name let’s call the instance “parabricks” and select an
appropriate region. For the purpose of this guide, the region can be anything.

- Mame *
‘ parabricks (2]

Labels @

-+ ADD LABELS

- Reqgion * - fone *
us-centrall (lowa) * 9 ‘ ‘ us-centrall-a * 9
Fegion is permanent Zone is permanent

Under Machine Configuration we will select hardware details for the VM instance. Select
GPU at the top and select “NVIDIA T4" for GPU Type and “1” for Number of GPUs. Under
Machine Type, select “n1-standard-32". This machine type meets the minimum CPU and
memory requirements for Parabricks, and is all we need for the purpose of this guide.
The Machine Configuration section should now look like this:
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Machine configuration

Machine family

GENERAL-PURPOSE COMPUTE-OPTIMIZED MEMORY-OPTIMIZED GPU
Cptimized for machine learning, high performance computing, and visualization workloads

- GPU type .~ Number of GPUs
‘N‘-.-’IDIAN - ‘ “l -

D Enable Virtual Waorkstation (NVIDIA GRID)

Series

M1

- Machine type

‘ nl-standard-32 (32 vCPU, 120 GB memory) -

vCPU Memory
- 32 120 GB

~ CPU platform ~
Automatic - 9
vCPUs to core ratio il
Visible core count *+ @

We will make sure our VM instance has the proper GPU drivers by switching our base
image from the default image to a base image that already has drivers installed. Under
the Boot disk section, select Change. Under Operating System, select “Deep Learning on
Linux” and under Version select “NVIDIA GPU-Optimized VMI". While we are on this page,
let's also increase the disk size from the default value up to 500 GB. This will ensure we
have enough space for the test dataset when we test our Parabricks installation. The Boot
disk page will look like this:
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Boot disk

Select an image or snapshot to create a boot disk; or attach an existing disk. Can't find
what you're looking for? Explore hundreds of ¥M selutions in Marketplace

PUBLIC IMAGES CUSTOM IMAGES SMNAPSHOTS ARCHIVE SNAPSHOTS EXISTING DISKS

Operating system
[ Deep Learning on Linux - J

Version *
[ Debian 10 based Deep Learning VM with M100 - ]

Base CUDA 11.0, Deep Learning VM Image with CUDA 11.0 preinstalled.

Boot disk type *
[ Balanced persistent disk - ]

COMPARE DISK TYPES

Size (GB) *
[ 500 ]

% SHOW ADVANCED CONFIGURATION

SELECT CANCEL

Now we have everything we need to launch the instance. At the bottom of the page click
Create. After a few minutes, we can see the instance is running and ready to be used.

= Filter WCIE el x) Enter property name or value

O Status Name ‘P Zone Recommendations In use by
| (] parabricks us-central1-a
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Let's click on the instance to go to the instance page and then under SSH in the top right,
select a method to connect. Read more about connecting to GCP instances in their
documentation.

€ parabricks Z EDiT Y RESET CREATE MACHINE IMAGE [ CREATE SIMILAR
DETAILS OBSERVABILITY A 05 INFO SCREENSHOT
SSH ~  CONNECT TO SERIAL CONSOLE |+

Open in browser window

Open in browser window on custom port

Logs

Clous Lo, OPen in browser window using provided private SSH key
SeralPo view geloud command

\/ SHO)

Use another SSH client

Basic information

Name parabricks

Once we are connected, the VM will ask if we want to install the NVIDIA Driver. Select yes,
and allow it to install the drivers automatically.
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https://cloud.google.com/compute/docs/instances/connecting-to-instance

Warning: Permanently added 'compute.d604189263571679143' (ECDSA) to the list of known hosts.

Version: common-cull®.ml@@
Based on: Debian GNU/Linux 10 (buster) (GNU/Linux 4.19.0-22-cloud-amdéld x86_64\n)

Resources:

* Google Deep Learning Platform StackOverflow: https://stackoverflow.com/questions/tagged/google-dl-platform
* Google Cloud Documentation: https://cloud.google.com/deep-learning-vm

* Google Group: https://groups.google.com/forum/#!forum/google-dl-platform

To reinstall Nvidia driver (if needed) run:
sudo /opt/deeplearning/install-driver.sh
Linux parabricks 4.19.0-22-cloud-amdé4 #1 SMP Debian 4.19.260-1 (2022-09-29) x86_6U

The programs included with the Debian GNU/Linux system are free software;
the exact distribution terms for each program are described in the
individual files in /usr/share/doc/*/copyright.

Debian GNU/Linux comes with ABSOLUTELY NO WARRANTY, to the extent
permitted by applicable law.
Creating directory '/home/gburnett_nvidia_com'.

This VM requires Nvidia drivers to function correctly. Installation takes ~1 minute.
Would you like to install the Nvidia driver? [y/n] y|

Once the driver installation finishes, there we need to set up our Docker environment. At
this point, Docker is already installed however it requires sudo access to run. We can get
around this by running the following commands:

The first command adds our user to the Docker group, allowing us to run Docker
commands without using sudo. The second command refreshes Docker to make sure
these changes take effect. We can test that this worked by running docker ps. This
command should run without any errors:

S docker ps
CONTAINER ID IMAGE COMMAND  CREATED  STATUS PORTS NAMES

s [

Now we are ready to start the Parabricks installation!

Installing Parabricks

We will install Parabricks into our instance that we just created. To do this, we will use the
NVIDIA GPU Cloud (NGC) to download the Parabricks Docker image.

Visit the Parabricks page on NGC to get the Docker pull command for the latest version of
Parabricks.
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https://catalog.ngc.nvidia.com/orgs/nvidia/teams/clara/containers/clara-parabricks

Nvidia Clara Parabricks Copy Image Path

These instructions and commands are valid for Clara Parabricks v4.0.0-1 only. For earlier versions, please visit for each
NVIDIA. specific older version

PARABRICKS ) ) _ ) )
Note, you will need an installer for versions prior to v4.0.0-1. Instructions for this are also in the

Description

Nvidia Clara Parabricks is an accelerated compute framework that supports applications across the genomics industry, primarily supporting
analytical workflows for DNA, RNA, and somatic mutation detection applications. With industry leading compute times, P icks rapidly converts a
FASTQ file to a VCF using multiple, industry validated variant callers and also includes the ability te QC and annotate those variants. As Parabricks is

Nvidia Clara Parabricks is an accelerated

compute framework that supports appli-

cations across the genomics industry, pri- based upon publicly available tools, results are easy to verify and combine with other publicly available datasets
marily supporting analytical workflows for
DNA, RNA, and somatic mutation detec- More information is available on the

tion applications . N .
P Detailed installation, usage, and tuning information is available in the

Publishr The Clara Parabricks docker image can be obtained by running the following command
Nvidia
3 docker pull nver.iofnvidia/clara/clara-parabricks:<TAG>
Latest Tag
4.0.041
An example run of the fgZbam tool using the container will be as follow:
Modified
November 8, 2022 #This command assumes all the inputs are in <INPUT_DIR> and all the outputs go to <OUTPUT_DIR>.
% docker run -v <INPUT_DIR>:fworkdir %
-V <OUTPUT_D!
Compressed Size -v <TMP_DIR> I myr Sworkdir 4

nver. do/nvid
202GB pbrun fqZbam \
--ref fuorkdir/:
--in-fq Jworkdi

rafclara-parabricks:<TAG> \

EFERENCE_FILE} \

S{INPUT_FASTQ 1} /workdir/${INPUT_FASTQ 2} \

Multinode Support --knownSites fworkdir/${KNOWN_SI ILE} \
--out-bam Joutputdir/4{OUTPUT
No --out-recal-file /foutputdir/${OUTPUT RECAL_FILE}

Multi-Arch Support

Back in our EC2 instance, let's run the docker pull command:

$ docker pull nvcr.io/nvidia/clara/clara-parabricks:4.3.1-1

:~$ docker pull nvecr.io/nvi clara/clara-parabricks:4.0.0-1
4.0.0-1: Pulling from nvidia/clara/clara-parabricks
d7bfe®7ed8U7: Pull complete
bbbbdii512669: Pull complete
773163705c35: Pull complete
d69U9fcflaef: Pull complete

3eb7306U4088b: Pull complete

a3ac3abOee35: Pull complete

8d88682a5eld: Pull complete

Digest: sha256:0170beef24131a23bb63bc36ec059eld93df1fOUala78+9d2c5df9bceld5d9a35
Status: Downloaded newer image for nvcr.io/nvidia/clara/clara-parabricks:4.0.0-1
nver.io/nvidia/clara/clara-parabricks:4.0.0-1

Now Parabricks is installed! Let's run some sample data to test it.

Testing Parabricks

Parabricks provides a small sample dataset as a test for the installation and hardware
which can be downloaded using;:
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$ wget -O parabricks_sample.tar.gz \

"https://s3.amazonaws.com/parabricks.sample/parabricks_sample.tar.gz"

When the download completes, we can untar the data using:

$ tar xzvf parabricks_sample.tar.gz

The parabricks_sample folder should look like this when we're done:

:~$ tree parabricks_sample

=
|_
|_
|_
|_
—
—
|_
—

L Homo_sapiens_assembly38.

2 directories, 12 files

Homo_sapiens_assembly38.
Homo_sapiens_assembly38.
Homo_sapiens_assembly38.
Homo_sapiens_assembly38.
Homo_sapiens_assembly38.
Homo_sapiens_assembly38.
Homo_sapiens_assembly38.
Homo_sapiens_assembly38.

dict
fasta
fasta.amb
fasta.ann
fasta.bwt
fasta.fai
fasta.pac
fasta.sa

known_indels.vcf.gz.tbi

Finally, we can run any of the Parabricks pipelines on it. Let's run the germline pipeline

using the following command:

$ docker run \ --rm \ --gpus all \ --volume "‘pwd":'pwd" \ --workdir

‘pwd’/parabricks_sample \ nvcr.io/nvidia/clara/clara-parabricks:4.3.1-1 \ pbrun
germline \ --ref Ref/Homo_sapiens_assembly38.fasta \ --in-fq Data/sample_1.fq.gz
Data/sample_2.fq.gz \ --knownSites

Ref/Homo_sapiens_assembly38.known_indels.vcf.gz.tbi \ --out-bam output.bam \ --

out-variants germline.vcf \ --out-recal-file recal.txt
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https://docs.nvidia.com/clara/parabricks/latest/Documentation/ToolDocs/man_germline.html

We can tell that Parabricks started correctly when we see the Parabricks banner and the
ProgressMeter begins to populate with values:

Please visit https://docs.nvidia.com/clara/#parabricks for detailed documentation

[Parabricks Options Mesg]: Automatically generating ID prefix

[Parabricks Options Mesg]: Read group created for /home/gburnett_nvidia_com/parabricks_sample/Data/sample_1.fq.gz and
/home/gburnett_nvidia_com/parabricks_sample/Data/sample_2.fq.gz

[Parabricks Options Mesg]: @RG\tID:HK3TJBCX2.1\tLB:1ibl\tPL:bar\tSM:sample\tPU:HK3TJBCX2.1

[Parabricks Options Mesg]: Checking argument compatibility

[Parabricks Options Mesg]: Read group created for /home/gburnett_nvidia_com/parabricks_sample/Data/sample_1.fq.gz and
/home/gburnett_nvidia_com/parabricks_sample/Data/sample_2.fq.gz

[Parabricks Options Mesg]: @RG\tID:HK3TJBCX2.1\tLB:1libl\tPL:bar\tSM:sample\tPU:HK3TJBCX2.1
[PB Info 2022-Nov-18 00:54:13]

[PB Info 2022-Nov-18 00:54:13] || Parabricks accelerated Genomics Pipeline
[PB Info 2022-Nov-18 00:54:13] |] Version 4.0.0-1

[PB Info 2022-Nov-18 00:54:13] || GPU-BWA mem, Sorting Phase-I

[PB Info 2022-Nov-18 00:54:13]

[M: :bwa_idx_load_from_disk] read © ALT contigs

[PB Info 2022-Nov-18 :54:18] GPU-BWA mem

[PB Info 2022-Nov-18 :54:18] ProgressMeter PEEGES Base Pairs Aligned

[PB Info 2022-Nov-18 :54:51] 5043564 580000000

[PB Info 2022-Nov-18 :55:20] 10087128 1160000000

[PB Info 2022-Nov-18 :55:49] 15130692 1740000000

[PB Info 2022-Nov-18 :56:19] 20174256 2320000000

[PB Info 2022-Nov-18 :56:U48] 25217820 2900000000

This should take ~10 minutes to finish running. When it's done, we should see the output
files in the sample data directory:

gburn wid m@parabricks:~$ 1s output/

6utput.bam output.bam.bai output_chrs.txt output.vcf

Congratulations, we've just run our first Parabricks job!

Closing Remarks

We encourage you to expand on the demo in this guide by using your own data, trying
other pipelines, and generally exploring what Parabricks has to offer. Check out the
documentation for more information about the different pipelines available. You can also
find our online developer community on the Parabricks forum, where you can ask
qguestions and search through answers while you are learning how to use Parabricks.
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https://docs.nvidia.com/clara/parabricks/latest
https://forums.developer.nvidia.com/c/healthcare/parabricks/290
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