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Chapter 1. Introduction

This guide introduces Nsight Eclipse Plugins Edition and provides instructions necessary to
start using this tool. Nsight Eclipse is based on Eclipse CDT project. For a detailed description
of Eclipse CDT features consult the integrated help "C/C++ Development User Guide" available
from inside Nsight (through Help->Help Contents menul.

1.1. About Nsight Eclipse Plugins Edition

NVIDIA® Nsight™ Eclipse Edition is a unified CPU plus GPU integrated development
environment (IDE) for developing CUDA® applications on Linux and Mac 0S X for the x86,
POWER and ARM platforms. It is designed to help developers on all stages of the software
development process. Nsight Eclipse Plugins can be installed on vanilla Eclipse using the
standard Help->Install New Software.. Menu. The principal features are as follows:

» Edit, build, debug and profile CUDA-C applications
» CUDA aware source code editor - syntax highlighting, code completion and inline help
» Graphical user interface for debugging heterogeneous applications

» Profiler integration - Launch visual profiler as an external application with the CUDA
application built in this IDE to easily identify performance bottlenecks

For more information about Eclipse Platform, visit http://eclipse.org
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Chapter 2. Using Nsight Eclipse Edition

2.1.  Installing Nsight Eclipse Edition

Nsight Eclipse Plugins archive is part of the CUDA Toolkit. Nsight Eclipse Plugins archive can
be installed using the Help -> Install New Software... Menu on Eclipse

2.1.1.  Installing CUDA Toolkit

To install CUDA Toolkit:

1. Visit the NVIDIA CUDA Toolkit download page: https://developer.nvidia.com/cuda-
downloads

2. Select appropriate operating system. Nsight Eclipse Edition is available in Mac 0OS X and
Linux toolkit packages.

3. Download and install the CUDA Driver.

4. Download and install the CUDA Toolkit.

5. Follow instructions to configure CUDA Driver and Toolkit on your system.

2.1.2. Configure CUDA Toolkit Path

When Eclipse is first launched with Nsight Eclipse plugins in the new workspace, NVIDIA
usage data collection dialog will be displayed as below. Click Yes to enable usage collection.
This can be disabled later from the CUDA preference page.
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Using Nsight Eclipse Edition

™ Usage Data Collection

NVIDIA software packages collect usage and platform data via Google
é Analytics, including product version, display device, session data, and CPU
information. If you agree, this data will be used anonymously for the sole
purpose of improving NVIDIA software. For more information, please visit
NVIDIA's Privacy Policy at https://www.nvidia.com/en-us/aboutnvidia/

privacy-policy/.
Seleck "Yes" to enable usage collection.

Seleck "No" to disable usage collection.

Mo Yes

To get started, CUDA Toolkit path must be configured in Eclipse with Nsight Plugins:

1. Open the Preferences page, Window > Preferences.
2. Go to CUDA toolkit section.

3. Select the CUDA toolkit path to be used by Nsight. CUDA tookits that are installed in the
default location will automatically appear.
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Using Nsight Eclipse Edition

: Preferences

[typefiltertext 4@ | CUDA & - v v
» General 4 )
B CUDA Toolkit | Jusr/local/cuda/bin| v || Add new SDK location
b C/CH+ Target OS: Native -
Changelog :
CUDA Target Architecture: | x86-64 7
» Dock (
, H:lcp er CEBIE | g++ Browse
» Install/Update
r Java
» Library Hover CUDA Software Preemption Debugging
Man pages CUDA software preemption enables single-GPU debugging and simultaneous debugging of multiple
» Mylyn CUDA applications on the same device.
» Oomph Software preemption is supported on SM 3.5+ devices and not required for SM 6.0+ devices.

» Plug-in Development
» Remote Development
» Remote Systems
r RPM
» Run/Debug
» SystemTap
» Team
» Terminal
» Tracing
Validation
b XML

GNONG)

Enable CUDA software preemption debugging

Usage Data Collection

NVIDIA software packages collect usage and platform data via Google Analytics, including product
version, display device, session data, and CPU information. IF you agree, this data will be used
anonymously For the sole purpose of improving NVIDIA software. For more information, please visit
NVIDIA's Privacy Policy at https://www.nvidia.com/en-us/about-nvidia/privacy-policy/.

Enable usage collection

_Make cuda-gdb and NVIDIA visual profiler as default launchers_

Restore Defaults | | Apply

Cancel

CUDA toolkit path can be also specified in the project properties page in order to use
different toolkit for a project.

Enable usage data collection if you wish to send usage data to NVIDIA.
Click on the button to set cuda-gdb and Visual Profiler as the default launchers.

For QNX: When QNX is selected as Target OS, a dialog will be displayed to set the
QANX_HOST and QNX_TARGET environment variables if they were not already set.

Nsight Eclipse Plugins Edition
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Using Nsight Eclipse Edition

Set QNX HOST and QNX_Target Environment Variables

Set Environment Variable

QNX_HOST: ( /p4/sw/tools/embedded/qnx/qnx700-ga1/host/linux/x86_64| ]  Browse... |

QNX_TARGET: ( udeen/p4/sw/tools/embedded/qnx/qnx700-ga1/target/qnx7 ‘| _Browse....

® ‘ Cancel | - OK

QNX_HOST environment variable identifies the directory that holds the host-related
components:

o

SQMX_HOST

—d d

ektc usr

QNX_TARGET environment variable identifies the directory that holds the target-related
components:

—d

BANK TARGET

| |
R R N A R
. e E e
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Using Nsight Eclipse Edition

2.2. Nsight Eclipse Main Window

On the first run Eclipse will ask to pick a workspace location. The workspace is a folder where
Nsight will store its settings, local files history and caches. An empty folder should be selected
to avoid overwriting existing files.

The main Nsight window will open after the workspace location is selected. The main window
is divided into the following areas:

» Editor - displays source files that are opened for editing.
» Project Explorer - displays project files
» Outline - displays structure of the source file in the current editor.

» Problems - displays errors and warnings detected by static code analysis in IDE or by a
compiler during the build.

» Console - displays make output during the build or output from the running application.

2.3. Creating a New Project

From the main menu, open the new project wizard - File > New... > CUDA C/C++ Project
Specify the project name and project files location.

Specify the project type like executable project.

Specify the CUDA toolchain from the list of toolchains.

Specify the project configurations on the next wizard page.

Complete the wizard.
The project will be shown in the Project Explorer view and source editor will be opened.

7. Build the project by clicking on the hammer button on the main toolbar.

AR N
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Figure 1. Nsight main window after creating a new project

C/C++ - bitreverse/src/bitreverse.cu - Nsight

File Edit Source Refactor Navigate Search Project Run Window Help

Civ © S KRB @&y EvEr B O Qv Ay | & [JE @ & [Ec/ce

v v

5 Project E 2 = B8 || [2 bitreverse.cu &2 =H8|gzo g~ @m| =0

& - @ * Copyright 1993-2012 NVIDIA Corporation. ALl rights reserved.[] A\ v e -
g T #include <stdio.h> % R *

¥ = bitreverse #include <stdlib.h> = stdio.h

3 - .
& Includes static const int WORK_SIZE = 256; ® sedlib.h _

¥ @src &° WORK_SIZE: constin
> S [** # CUDA_CHECK_RETUR

* This macro checks return value of the CUDA runtime call and exits

* the application if the call failed. bitreverse(unsigned i

L]
@ bitreverse(void*):vo
[ ]

*/
##define CUDA_CHECK RETURN(value) { main{void) : int

=|_device__ unsigned int bitreverse(unsigned int number) {
number = ((exfefefefe & number) == 4) | ((exefefefef & number) << 4

number ((@xccccccee & number) == 2) | ((0x33333333 & number) << 2
number ((Oxaaaaaaaa & number) == 1) | ((0x55555555 & number) << 1
return number;

Sy
* CUDA kernel function that reverses the order of bits in each element

= __global__ void bitreverse(void *data) {
unsigned int *idata = (unsigned int*) data;

idatalthreadIdx.x] = bitreverse(idatalthreadIdx.xl): =
* *
{2 Problems 23 “._¥ Tasks| B Console | E Properties ¥ =0
Oitems
Description Resource Path Location Type
ne Writable Smartinsert | 27:1

2.4. Importing CUDA Samples

The CUDA samples are an optional component of the CUDA Toolkit installation. Nsight
provides a mechanism to import these samples and work with them easily:

Note: Samples that use the CUDA driver API (suffixed with “Drv") are not supported by Nsight.

From the main menu, open the new project wizard - File > New... > CUDA C/C++ Project
Specify the project name and project files location.

Select Import CUDA Sample under Executable in the Project type tree.

Select CUDA toolchain from the Toolchains option. location.

o~ W -

On the next wizard page select project sample you want to import. Also select the target
CPU architecture. Press Next...

o

Specify the project parameters on the next wizard page.
Complete the wizard.
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The project will be shown in the Project Explorer view and source editor will be opened.
Build the project by clicking on the hammer button on the main toolbar.

2.4.1.  cuHook Sample

cuHook sample builds both the library and the executable. cuHook sample should be imported
as the "makefile” project using the following steps.

1. From the main menu, open the new project wizard - File > New... > CUDA C/C++ Project
2. Select project type "Makefile project” and choose "Empty Project”

3.

4. Complete the wizard.

Specify the project name and project files location.

The project will be shown in the Project Explorer view.
Right click on the project - Import... > General > File System

. On the next wizard page, select the location of cuHook sample(Samples/7_CUDALibraries/

cuHook]
Select all the source files and makefile and Finish the wizard

. Build the project by clicking on the hammer button on the main toolbar.

To run the sample, from the main menu - Run > Run Configurations... > Select the
executable > Go to Environment tab > New... > enter Name=LD_PRELOAD, Value=./
libcuhook.so.1 > Run will execute the sample

2.5.  Configure Build Settings

To define build settings: In the C/C++ Projects view, right-click your project, and select
Properties. Select C/C++ Build, Settings from the list.

Nsight Eclipse Plugins Edition DG-06450-001 _v11.8 | 8



» Resource

Builders
¥ C/C++Build

Build Vvariables
CUDA Toolkit
Environment

Logging

Tool Chain Editor

» C/C++ General
Linux Tools Path
Project Natures
Refactoring History
Run/Debug Settings

» Task Repository
Task Tags

» Vvalidation
wikiText

Configuration:

©)

Debug [Active ] v

Using Nsight Eclipse Edition

Manage Configurations...

<| ®Tool Settings

w 35 NVCC linker Command:

Libraries
EMiscellaneous

@2shared Library Settings
v ) NVCC Compiler

& Dialect

& Preprocessor

EIncludes

2 Ooptimization

&2 Debugging

&2 CcupA

& Miscellaneous

@ Container Settings #Build Steps #Build Artifact >

\ ${nvcc} ’

Alloptions: ~cudart=static-ccbin g++-gencode
arch=compute_52,code=sm_52 -
gencode
arch=compute_52,code=compute_52

Expert settings:

Command
line pattern:

| ${COMMAND} ${FLAGS} ${OUTPUT F |

Restore Defaults Apply

Cancel Apply and Closer

The following are the categories of Nvcc linker settings that can be configured for the selected

project.

Note: All options field in the main page is not editable and it's the collection of options set in
the child categories.

» Libraries - Configure library search path(-L] and to include linker libraries(-l). When you
are cross compiling for different target os, the library search path should point to the
appropriate location where the target os libraries are present.

Nsight Eclipse Plugins Edition
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: Properties for master

I Settings

P Resource

¥ Build Configuration:

Debug [ Active]

fe=T

| | Manage Configurations... |

Build Variables
Environment

-

Logging @ CUDA | B Tool Settings | #Build Steps Build Artifact | [@Binary Parsers | @ Error Parsers
Setti . . . -
Te Intg; ¢ ¥ & NVCC Compiler CUDA Runtime Library: | Static =
arget Systems =
2 symbols o
Tool Chain Editor & Includes Libraries (-) & = &= ]
Builders & Debugging dl
> C/C++ General &2 Optimization pthread
Run/Debug Settings ¢ Code Generation rt
. 412
& Miscellaneous v
- EGL
(2 Build Stages
¥ B NVCC Linker §'1‘1ES"'2
(& Libraries buF util
& Miscellaneous n\.r. s
¥ & Host Assembler nwng
2 General nvos -
Library search path (-L) & a8

Jusrflocal/cuda-8.0/targets/aarch64-linux/lib

@

Cancel | [ OK J

» Miscellaneous - Set additional linker options and option to link with OpenGL libraries.
» Shared Library Settings - Set option to build a shared library.

The following are the categories of Nvcc Compiler settings that can be configured for the
selected project.

» Dialect - Select the language standard and dialect options.

Note: All options field in the main page is not editable and it's the collection of options set in
the child categories.

» Preprocessor - Add the defined and undefined symbols for the preprocessor.
» Includes - Set include paths and include files for the compiler.

» Optimization - Set the compiler optimization level.

» Debugging - Set the options to generate debug information.

» Warnings - Set inhibit all warning messages.

» CUDA - Generate code for different real architectures with the PTX for the same vitrual
architectures.
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Debugging CUDA Applications

Nsight must be running and at least one project must exist.

1. In the Project Explorer view, select project you want to debug. Make sure the project
executable is compiled and no error markers are shown on the project.

w N

“Yes”.

Right click on the project and go to Debug As > NVIDIA CUDA GDB Debugger menu.
You will be offered to switch perspective when you run debugger for the first time. Click

Perspective is a window layout preset specifically designed for a particular task.

4. Application will suspend in the main function. At this point there is no GPU code running.

5. Add a breakpoint in the device code. Resume the application.

Debugger will break when application reaches the breakpoint. You can now explore your CUDA
device state, step through your GPU code or resume the application.

Figu

o o-

re 2.

@B s

| 4 Debug &

| v[E]blackschole [c/C++ Application]

v 5 BlackScholesGPU [0] [device 0 (GK104GL)] (Breakpoint)
% CUDA Thread (0,0,0) Block (0,0,0)

— BlackScholesGPU() at BlackScholes_kernel.cuh:90 0x8FfF60

M3 R iPE

% &t

» %l All Kernel Threads (15,625 Blocks of 128 Threads)
¥ Host Process [blackschole] [5357] [cores: 1,3]

» gdb

B consol

////Thread index
//const int

tid = blockDim.x *

l¢ BlackScholes_kernel.cuh 58

blockIdx.x + threadIdx.x;

////Total number of threads in execution grid

//const int THREAD N = blockDim.x

* gridDim.x;

const int opt = blockDim.x * blockIdx.x + threadIdx.x;

B e

a

// Calculating 2 options per thread to increase ILP (instruction leve

if (opt < (optN / 2))
{

float callResultl, callResult2;

float putResultl, putResult2;
BlackScholesBodyGPU(
callResultl,

le 2

blackschole [C/C++ Application] blackschole

Initializing data...

...allocating CPU memory for options.
...allocating GPU memory for options.
...generating input data in CPU mem.
...copying input data to GPU mem.
Data init done.

Debugging CUDA application

QR w4 . Bl e X

=Variables 22

Name
»=d_callResult
» (2 d_PutResult
b= d_StockPrice

[N PR N S ] L

[Quick Access |

t B
Type

reskrict @generic float2 * resktrict @E
reskrict @generic Float2 * restrict (4
reskrict @generic Float2 * reskrict @

ke Flaatn

ne = Disassembly 22

00000000008 ff58:
» 000000000087 ff60:
00000000008 ff68:
00000000008 1170
00000000008 ff78:
6000000000880 :
00000000008 B8 :
00000000008 1190
00000000008 ff98:
00000000008 ffa:
00000000008 ffag:
00000000008 b
00000000008 ffba:

| Enter locationhere v | &

c[exe] [Re]
c[exe][0x28]
SR_CTAID.X
R4

R3, R4

LDC RO,
MOV R3,
S2R R4,
MOV R4,
IMUL R3,

S2R R4,
MOV R4,
TADD R2,
MOV RO, RO
MOV32I R3, 0x2
MOV R5, RZ
MOV R3, R3

SR_TID.X

% & B B EE

& -

| ® B Resource M c/c+ | 5 Dehug‘\

= g

& rﬁ % -
(0,0,0)8(0,0,0)

- 0x50220000

0x503240000
0x5041a0000

f@l@l o= v

" B-- = A8

Additional debugger options can be set in the debug configuration dialog through Run > Debug

Confi

gurations .. menu..

Nsight Eclipse Plugins Edition
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Figure 3. Debugg
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ing CUDA application

Debug Configurations

Create, manage, and run configurations

3

[€] c/c++ Attach to Application
[E] ¢/C++ Postmortem Debugger
v[c]C/C++Remote Application

[Elblackschole on kjalaludeen_172.17.1
[E] newRemote on ubuntu_172.17.162.2
[E]vectorAdd onkjalaludeen_172.17.16

& Eclipse Data Tools

B4 Java Applet

[T Java Application

¥ Launch Group

m2 Maven Build

&} Parallel Application

Z, Remote Java Application

@ RWT Application

OB X B - Name: | blackschole |
I @ Main | = Arguments |ﬁ Environment | % Debugger-\\E:/ Source
w[c]c/c++Application l,_i.l

& blackschole Stop on startup at: main

remotel

Main | Shared Libraries

[ Break on CUDA API call Failure

() Enable cubA memcheck

[ print to console when CUDA kernel is launched or terminated
Extrapolate "optimized out” CUDA register values

[ Force thread list update on suspend

CUDA GDB executable: |’ S{cuda_tk_bin:/blackschole}/cuda-gdb \| | Browse...

CUDA GDB init File: | .cuda-gdbinit 1l Browse...

(wWarning: Some commands in this file may interfere with the startup operation of the debugger, for
example "run".)

Filter matched 17 of 27 items

Using CUDA GDB Create Process Launcher - Select other... Revert Apply

@

Close | l. Debug |

2.7. Remote development of CUDA
Applications

Nsight Eclipse Edition also supports remote development of CUDA application starting with
CUDA Toolkit 6.0. The picture below shows how Nsight Eclipse Edition can be used for local as

well as remote developmen

Nsight Eclipse Plugins Edition

t:

DG-06450-001 _v11.8 | 12
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edit build run edit build run

/N

Wm

Create and run native Cross compile on host
builds on host and run on target

For remote development you do not need any NVIDIA GPU on your host system. The remote
target system can be a Linux x86 or POWER system with an NVIDIA GPU or an Tegra-based
ARM system. Nsight IDE and Ul tools can only be hosted on x86 and POWER systems.

Nsight Eclipse Plugins supports the cross compilation mode for remote devices.

In the cross compilation mode the project resides on the host system and the cross
compilation is also done on the host system. The cross compilation mode is only supported on
an Ubuntu x86 host system.

To cross compile select the target cross compile architecture in CPU architecture drop down
in the project properties page:

Nsight Eclipse Plugins Edition DG-06450-001 _v11.8 | 13
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* + Properties For BlackScholes

|type Filter text (:]| CUDA Toolkit o v .
» Resource
Builders CUDA Toolkit [,’usrﬂocalfcuda—Q.bein s ] |Add new SDK location|
¥ ¢/C++Build Target OS: | Native 2]
Build Variables Target Architecture: | ARM ;| o 328it

CUDA Toolkit
CCBIN |arm-linux-gnueabihf-g++ | | Browse

Environment

Logging
Settings
Tool Chain Editor
> C/C++ General
Run/Debug Settings
> Task Repository
Task Tags
> validation
WikiText

| Restore Defaults | | Apply |

® concel | (NG

2.8.  Debugging Remote CUDA
Applications

Remote debugging is available starting with CUDA Toolkit 5.5. A dedicated GPU is not required
to use Nsight remote debugging Ul. A dedicated GPU is still required on the debug target. Only
Linux targets are supported. Debug host and target may run different operating systems or
have different CPU architectures. The remote machine must be accessible via SSH and CUDA
Toolkit must be installed on both machines.

Note: If there is a firewall between the host and the target, it must be set up to let RSP
messages through, or SSH port-forwarding must be used.

1. Select the project and right click then go to Debug As...>NVIDIA CUDA GDB
Debugger(Remote) menu item.

DE-EI_}QE 1 Local C/C++ Application
Profile As 2 NVIDIA CUDA GDB Debugger
Compare With 3 NVIDIA CUDA GDB Debugger (Remote)

Restore from Local History...

Debug Configurations...

Nsight Eclipse Plugins Edition DG-06450-001 _v11.8 | 14
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2. Type the full path to a local executable or select one using the Local file... button.

e Debug CUDA Application

| Debug application on a remote system

Run cuda-gdbserver remotely and connect debugger

© Upload local executable ) Debugremote executable () Do not transfFer executable
Local Executable /blackschole/Debug/blackschole

Workspace... | | LocalFile...
Remote connection: | ubuntu@172.17.162.109 + | | Manage...
Remote executable: | /tmp/cuda-debug/blackschole | | Browse...

Program arguments: | |

cuda-gdbserver port: | 2345 — + |
i ubuntu@172.17.162.109 is not connected. Remote paths will not be validated. Conneckt
[
@ < Back Next > Cancel Finish

3. Select a remote connection from a drop-down list or press the Add connection... button to
create a new one.

4. If you are creating a new remote connection, enter the host name(or IP address) as well

as the user name. Select the SSH as system type. Also select the QNX check box for QNX
targets and then press Finish.

Nsight Eclipse Plugins Edition DG-06450-001 _v11.8 | 15
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Mew Remote Connecktion

Remote Connections

Manage available connections

root@172.16.174.115 Add
Remove
Hostname: | 172.16.174.115 | () lonx
User name: | root |
Label: | root@172.16.174.115 |
System type: SSH » | Port number: | 22 -+
® Cancel |. Finish |

5. For Android devices: To configure the remote connection using Android debug bridge,
select the Android debug bridge from the Remote Connection drop-down list, Android
device must be connected to the host system using USB port.

Nsight Eclipse Plugins Edition DG-06450-001 _v11.8 | 16
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x o+ Debug CUDA Application

Debug application on a remote system

Run cuda-gdbserver remotely and connect debugger

® Upload local executable O Debugremote executable ) Do not transfer executable

Local Executable |fasync,ﬂ’Debug,ﬂ'async |

Workspace... || Local File... |

Remote connection: | Android debug bridge h ‘ i

Remote executable: [fdataﬂucalftmpfasync H Browse... |

Program argumenks: [ ]

cuda-gdbserver port: [2345 — +

i Android debug bridge is not connected. Remote paths will not be validated. | Connect

@ < Back Next > | | Cancel ‘ | Finish

Press Manage button, and enter or select the path to adb utility. You need to install
Android SDK platform tools to use Android debug bridge. press Detect button to find the
android device available through ADB.
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x

ADB Connection

Configure ADB Connection

ADB path: ’|deenf.leI:Pack_Andruidzfandruid—sdk—limmfplal:furm—tuulsfadh” [ Browse... ‘

LU b5 180A00P03600000505 Detect...

© concel | (NG

6. Optional: Press Connect to verify the selected remote connection.
7. Press the Next button.

8. Type the full path to cuda-gdbserver on the remote system or select one using the
Browse... button.

Nsight Eclipse Plugins Edition DG-06450-001 _v11.8 | 18
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B Debug CUDA Application
Configure CUDA Toolkit

Configure CUDA toolkit location on the remote system
Toolkit path: | fusrflocal/cuda/bin | | Browse... | | Deteck...
Library paths: &= fusr/local/cuda/lib64 Browse...
& Jusrflocal/cuda/lib
Delete
5# Add new path
i ubuntu@172.17.162.109 is not connected. Remote paths will not be validated. Connect
|
@ < Back | Next> | Cancel Finish

9. Click on "Add new path” or on the Browse... button to specify the path to the shared
libraries the remote application depends on.

10.Click on the Finish button to finish the new debug configuration wizard and start
debugging the application.

11.You will be offered to switch perspective when you run the debugger for the first time.
Click Yes.

Perspective is a window layout preset specifically designed for a particular task.

The debugger will stop at the application main routine. You can now set breakpoints, or
resume the application.
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Figure 4. Debugging remote CUDA application
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J
J

i+ ¥ = O|w-variable & % Breakpo}ﬁ, CUDAW bt Registerw I\Modulesw =g

o i <

%5 Debug 2
v [€] bitreverse on debugger-target [C/C++ Remote Application]
¥ i® Host Process [bitreverse] [cores: 0] — — e
v o Thread [1] 10000 [core: 0] (Suspended : Breakpoint)
= main() at bitreverse.cu:40 0x4027d0
»1 Remote Shell
»i gdb

[ bitreverse.cu 52 = 0| 3= Outline 2 =0
. ) -
*;Host function that prepares data array and passes it to the CUDA kernel. 53 R % e % 7

int main({void) {
¥ bitreverse<<<1, WORK_SIZE, WORK_SIZE * sizeof (int)>>>();

CUDA_CHECK_RETURN({ cudaThreadSynchronize(})); // Wait for the GPU launched work to com

CUDA_CHECK_RETURN(cudaGetLastError());
CUDA_CHECK_RETURN(cudaDeviceReset()):

return 0;

¥

El Console & . & Tasksw 2 Problems} (v} Executablesw ] Memorﬂ

bitreverse on debugger-target  [C/C++ Remote Application] gdb
Coalescing of the CUDA commands output is off.

= e I o = e

2.8.1.  Improving Remote Debugging Performance

When doing remote debugging, it can be useful to host copies of the target libraries in a local
sysroot. Starting with CUDA 11.5, this feature is available on the Debugger Configurations ->
Debugger tab. You can modify 'CUDA GDB sysroot (for remote debugging)’ to point to a local

sysroot directory to improve debugging performance.
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Debug Configurations [m} "

Create, manage, and run configurations

OF & X B Y~ Name: | dockertest Debug
—
¥x] | "4 Remote [ Bl Local [¢4= Arguments | [ Contain[r | % Debugger h Environment | & Seurce | [] Common
LS | IUNDES£4 - X e
[Elmemcrash |+ Stop on startup at: | main
[E]NV200726133
[c1Nv200742957 Main  Shared Libraries

[E]c/c++ Attach to Application
18 c/c++ Connect to Debug Server
[E]¢/c++ Container Launcher
w []C/C++ Postmortem Debugger
[©]memcrash Debug
w [c]C/C++ Remote Application
[c]memcrash - remote Set CUDA API call failures: ignore -
& Chrome Debug
+ 4HCUDA GDB Container Launcher
CUDA GDB executable: ${cuda_tk_bin:/dockertest}/cuda-gdb Browse...
UH memcrash - Docker container ———————
4 Debug Adapter Launcher
Z Eclipse Application
a Gradle Test \
1 Java Applet i =T C N T e i T TS e e T e e TR = T T T e R T e e
[T Java Application
JJunit
3t JUnit Plug-in Test
' Launch Firefox Debugger
4 Launch Group
[ Launch Group (Deprecated)
m2 Maven Build
M Nnde ic annlicatinn Revert Apply
Filter matched 33 of 33 items

®

[ Enable cuDA memcheck

CI Print to console when CUDA kernel is launched or terminated
Ig Extrapolate "optimized out" CUDA register values

CI Force thread list update on suspend

CUDA GDB init File: .cuda-gdbinit Browse...

CUDA GDE sysroot (For remote debugging): = /myothersysroot Browse... )

2.9.  Profiling CUDA applications

Nsight must be running and at least one project must exist. Profiler cannot be used when
debugging session is in progress.

Nsight Eclipse Edition profiling features are based on the NVIDIA Visual Profiler [ nwp ] code.
Nsight Eclipse Plugins Edition will launch the Visual Profiler as an external tool with the
executable and other information from the selected project.

1. In the Project Explorer view, select project you want to profile. Make sure the project
executable is compiled and no error markers are shown on the project.

2. Select the project and right click and go to Profile As>NVIDIA Visual Profiler menu.

Profile As ' al C/C++ Appli
Compa [ /IDIA Visual Profiler

3 NVIDIA Visual Profiler (Remote)

Profile Configurations...
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Nsight Eclipse will launch the Visual Profiler to specify extra profiler options with the
executable information already passed from the selected project.

Figure 5. Profiling CUDA Application

File View
-

Window Help

Create New Session

Executable Properties = g

Set executable properties

Connection: Local :_ Manage cnnnectiuns..r.
Toolkit: CUDA Toolkit 8.0 (/usr/local/cuda-8.0/bin/) vianage
File: /home/kjalaludeen/runtime-NsightPlugins3/blackschole/Debug/blackschol | Browse...
Working directory: Browse...
Arguments:

Profile child processes

Environment: Name Value Add

Delete

Hpr 8 = O

m]

| im |
Tm——

0

0

B CPUDetall 2 =

T al &
- Select or highlight a
(Thread) <Ba Next > ~ Cancel Ei single interval to
see properties

Event

2.10. Build CUDA Projects inside a Docker

Container

You can build and debug C/C++ and CUDA projects in a Docker container using Nsight Eclipse
Edition. To get started, you need to first pull and install the Docker image that encapsulates
the CUDA toolkit and cross platform tool chains. You can get the Docker images from NVIDIA
GPU Cloud.Then you can use Nsight Eclipse Edition to build CUDA projects in a Docker
container.

1. Open Nsight Eclipse Edition and configure the container settings.
2. Open the Preferences page, Window > Preferences and go to: CUDA > Container Settings
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x Preferences

‘typefiltertext €1 | Container Settings Swvvw

» General

» Ank

» C/C++ Connection: | unix:///varfrun/docker.sock -
ChangelLog

> CUDA

» Docker

» Help

» Install/Update

» Java

¥ Library Hover
Man pages

» Mylyn

» Oomph

* Plug-in Development

» Remote Development

» Remote Systems

* RPM

» Run/Debug

» SystemTap

» Team

» Terminal

¥ Tracing
Validation Restore Defaults Apply

Build inside Docker Image

Image: .hvidia;’cuda:latest v |

@ @ Cancel | Apply and Close |

3. Select the option if you want to build the projects inside the Docker container. Make sure
the CUDA toolkit path that is specified in the CUDA preferences is the path of the CUDA
toolkit inside a Docker container.

4. Select the Connection and the Image dropdown will display all the Docker images that
are currently installed. Choose the docker image that you want to use to build/debug the
projects. The preferences that are set here will be automatically displayed in the project
setup wizard. You can choose to modify the container settings for the individual projects
from the project setup wizard.

5. To create a project, From the main menu, open the new project wizard: File > New... >
CUDA C/C++ Project

6. Specify the project name and project files location. And select the CUDA toolchain from the
list of toolchains.

7. In the last page of project setup wizard, the container options will be displayed. The default
container settings from the preference page will be displayed here. You can choose to
modify the settings for this project in this Container settings page.
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C++ Project

Container Settings *

specify container settings For the project |

Build inside Docker Image

Connection: | unix:///varfrun/docker.sock >
Image: | nvidia/cuda:latest v |
® < Back Mexk > Cancel Finish

8. Complete the project setup wizard. The project will be created and shown in the Project
Explorer view.

9. The project source directories will be automatically mounted to the docker container.

10.1f you need to mount any other directories that contains the include files/libraries and etc
to the docker container, you can mount those directories from the project property page.

11.Right click on the project and go to Properties. Select C/C++ Build > Settings > Container
Settigns Tab. Additional directories can be mounted from this property page.
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Properties For doc-test

[typefiltertext 4@ | Settings G- - o

* Resource
Builders Configuration: | Debug [Active] * | | Manage Configurations...
~ C/C++ Build
Build Variables
CUDA Toolkit € ®ToolSettings  #BuildSteps | 0 Container Settings Build Artifact  [@Binary Parsers  »
Environment Build inside Docker Image
Logging
Connection: unix://{varfrun/docker.sock -
T Tl Bl Image: ( nvidia/cuda:latest - |
» C/C++ General
Linux Tools Path Data Volumes: Container Path Mount Read-only Add...
Run/Debug Settings Jusr/local/cuda-9.0/san(7 fusr/local/cuda-9.0/sar: false Edit...
» Task Repository [usr/local/cuda-9.0/san( fusr/local/cuda-9.0/sam false
Task Tags ' ' Remove
» Validation
WwikiText
@ Cancel Apply and Close

12.Build the project by hitting the hammer button on the main toolbar.
The project is now built in the chosen Docker container the executable will be available on

the host.

2.117. Remote debugging using CUDA GDB
iInside Docker container

From Nsight Eclipse, you can remote debug the applications running on the target using
the CUDA GDB inside the Docker container running on the host. Docker images with CUDA
GDB and CUDA toolkit must be already installed on the host. The remote machine must be
accessible via SSH and CUDA Toolkit must be installed on target machine.

Note: If there is a firewall between the host and the target, it must be set up to let RSP
messages through, or SSH port-forwarding must be used.

1. From the main menu, goto Run>Debug Configurations... menu item.
2. Create a new debug configuration under CUDA GDB Container Launcher either double
clicking or using right click menu.
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3. Configure the remote connection details in the "Remote” tab. If you are creating a new
remote connection, click on the manage button in Remote Connection enter the host
name(or IP address] as well as the user name. Select the SSH as system type. Also select
the CUDA toolkit location on the target and choose the location to where to upload the

executable.

Create, manage, and run configurations

[Elc/c++ Application
[Elc/ic++ Attach to Application
A c/Cc++ Connect to Debug Server
[c]c/C++ Container Launcher
[]c/iC++ Postmortem Debugger
[€1¢/C++ Remote Application

« M4 CUDA GDB Container Launcher

. Docker remote debug

Filter matched 17 of 18 items

)

Debug Configurations

Name: | Docker remote debug
28 Remote ™[] Local| &0: Arguments | [J Container| %% Debugger| B Environment | %, Source| =] Common
Remote connection: | root@172.16.174.104 -
Remote toolkit: Jusrflocalfcuda-10.0/bin
= Upload local executable Debug remote executable Do not transfer executable
Remote executable: | tmp/nsight-debug/app
Debugger port: 2345 - |+

Commands to execute remotely before starting debug server:

Close

b

Manage...

Manage..

Browse...

Debug

o x

4. Choose the project and the executable to upload to the target in the "Local” tab.

5. From the "Container” tab, select the connection and Docker image that contains the

CUDA GDB. Also you can select any host directories required to mounted to the Docker

container.
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- Debug Configurations -ox

Create, manage, and run configurations 6\

Name: | Docker remote debug

a 4 Remote | 5 Local (9: Arguments | § Container %3 Debugger| I Environment| %, Source| ] Common
[Elc/C++ Application Connection: | unix:jjjvarfrun/docker.sock
[Elc/ic++ Attach to Application
HC/C++ Connect to Debug Server
[E]C/C++ Container Launcher Required host directaries
[E]C/C++ Postmortem Debugger /home/kjalaludeen/Drive_S5072/drive-t186ref-gnx/targetfs
[E]¢/C++ Remote Application

~ #CUDA GDB Container Launcher

.!5 Docker remote debug

Image: drive_os_gnx_sdk_new2:latest =

Additional Options
Run in privileged mode

Revert Appl
Filter matched 17 of 18 items e

@

Close Debug

6. Select the debugger options from the "Debugger” Tab. Make sure to enter the CUDA GDB

executable path inside Docker container. And add the required environment variables in
the "Environment” tab.

7. Click on the Apply button to save the changes and click on the Debug button to start the
debug session. This action will upload the local executable to the target system and will
start CUDA GDB Server on the target. And the Docker container will be started on the

host and CUDA GDB running inside the docker container will establish the remote debug
session with the target.

8. You will be offered to switch perspective when you run the debugger for the first time.
Click Yes.

Perspective is a window layout preset specifically designed for a particular task.

The debugger will stop at the application main routine. You can now set breakpoints, or
resume the application.
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Debugging remote CUDA application

x runtime-oxy-Zigé - Eclipse Platform

g - HRI@®@~Bin B mNTRE BEE O @O P i v ¢ A [Quickaccess || B B BED
%5 Debug 2 # ¥ i¥ ¥ = B | ®-variables 2 | % Breakpoints & CUDA e h® ¥ =0
~#Docker remote debug [CUDA GDB Container Launcher] Name Type Value
~{® Host Process [qnt1] [6508619] wrarge int C
@ Thread #1 (ST()PED) (Suspended : Step) V& argv char ** ! 0x100c7ag8
. in() at matrixMul.cu:278 0x100d0754 0-dey int ! 128
» Remote Shell 3-block_size int Pon
s fusr/localfcuda-9.1/binfcuda-qnx-gdb
|=| asyncAPlL.cu |=) crash.cu <l matrixMul.cu (& matrixMul.cu [¢) matrixMul.cu 8 % .cproject = B 5= outline 2 = A8
} else { a ] -
return EXIT_FAILURE; EE AR RS
M stdio.h

Syer
* Program main
*

~int main(int argc, char **argv) {
printf("[Matrix Multiply Using CUDA] - Starting...\n");

if (checkCmdLineFlag(argc, (const char **)argv, "help") ||
checkCmdLineFlag(argc, (const char **)argv, "?")) {
printf(“Usage -device=n (n >= 8 for deviceID)\n");
printf(" -wA=WidthA -hA=HeightA (Width x Height of Matrix A)\n"
printf(” -wB=WidthB -hB=HeightB (Width x Height of Matrix B)\n"
printf(" Note: Outer matrix dimensions of A & B matrices" \
* must be equal.\n");

exit(EXIT_SUCCESS);
1

A assert.h

M cuda_runtime.h

u helper_functions.h

U helper_cuda.h

e MatrixMulCUDA(Float*, float*, Float*, int, in
e Constantinit(float*, int, Float) : void

g MatrixMultiply(int, char**, int, const dim3&

£ main(int, char**) : int

& Console Eﬂé Tasks ! Problems O Executables B} Debugger Console & Terminal =g Progress

% HEEEHE 8- =08

Docker remote debug [CUDA GDB Container Launcher] Remote Shell
k& echo $PWD'>"
Jroot>

# /bin/sh -c "cd \"/tmp/nsight-debug\";export LD LIBRARY PATH=\"/usr/local/cuda-9.1/1ib\":\${LD_LIBRARY PATH};\"/usr/local/cuda-9.1/bin/cuda-gdbserver\" 2345 ";exit

Using ram disk mounted at /ramdisk
Setting TMPDIR to /ramdisk
cuda-gdbserver started
cuda-gdbserver cuda initialized
cuda-gdbserver starting main loop
Tnfarinr nid- RSARRIQ

2.12.

&l

Importing Nsight Eclipse Projects

The projects that are created with Nsight Eclipse Edition can be imported into the Eclipse

workbench with Nsight Eclipse plugins.

1. Open Nsight Eclipse edition and select the project that needs to be exported.
2. Right click on the Nsight Eclipse project and go to - Export > C/C++ > C/C++ Project

Settings > Next menu.

Nsight Eclipse Plugins Edition
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*x + Export

Select }

Select an export destination:

|tj,pr' Filter text ﬁ|

B (= General
¥ = CfCH++

%% C/C++ Project Settings
. Team Shared Index
* = Install

?) < Back |_ I Cancel ‘ | Finish

Select the project and settings to export.

Specify the "Export to file" location.

Settings will be stored in the given XML file.

Go to Eclipse workbench where the project settings needs to be imported.

Create a CUDA C/C++ Project from the main menu File > New > CUDA C/C++ Project
Specify the project name and choose Empty project type with CUDA toolchains.

O 0 N o o B W

Right click on the project to import the source files. Import > General > File System
>(From directory) or copy the source files from the existing project.

10.Import the project settings like include paths and symbols using the following right click
menu Import > C/C++ > C/C++ Project Settings >Next...

11.Select the location of the project settigns file and select the project and configuration on
the next wizard page.
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Import
Impork C/C++ project settings

s Debug (Ac

o (= Include Paths 0

12.Complete the wizard.
The project settings will be imported from the file exported from Nsight Eclipse Edition.

13.Build the project by clicking on the hammer button on the main toolbar.

2.13. More Information

More information about the Eclipse CDT features and other topics is available in the Help
contents. To access Help contents select Help->Help Contents from the Nsight main menu.

More information about CUDA, CUDA Toolkit and other tools is available on CUDA web page at
http://developer.nvidia.com/cuda
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Appendix A. Known Issues

Executable must exist in order to start debug session for the first time

Nsight will not automatically perform build when starting debug session for a given project for
the first time. Build must be invoked manually. Nsight will automatically rebuild executable
when starting subsequent debug sessions.

Note: To manually build the project, select it (or any file within the project) in a Project
Explorer view and click hammer icon on the main window toolbar.

Source editors may show error markers on a valid code for the files in newly
created projects.

These markers will be cleared after Nsight indexes included header files.

Mac 0S X users may be prompted to install Java Runtime Environment (JRE])
when running Nsight Eclipse Edition for the first time.
Nsight Eclipse Plugin Edition requires functioning Java Runtime Environment to be present on

the local system to run.

Nsight Eclipse Plugin Edition does not provide compilation support for using
the QNX gcc and g++ compilers.

The workaround to compile using gcc and g++ is

» Specify the g++ path in CCBIN field on toolkit configuration page on project properties
dialog as shown below. You can access toolkit configuration page by clicking main menu
Project > Properties > C/C++ Build > CUDA Toolkit
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x Properties for test

[typefiltertext €@ | CUDA Toolkit G- - <
» Resource r .
k CUDA Toolkit | Jusrflocal/cuda-10.2/bin ~ | | Add new SDK location
Builders . )
~ C/C++Build Target OS: QNX -
Build Variables : :
CUDA Toolkit Target Architecture: | AArche4 -
Environment HEE [ s{QNX_HOST}/usr/bin/q++ | Bomee
Logging
Settings

Tool Chain Editor
» C/C++ General
Linux Tools Path

Project Natures Restore Defaults Apply

® _ Cancel | ‘Jr.i\pply and Closé'

» Change default CONF to gcc_ntoaarchésle in the file ${QNX_HOST}/etc/qcc/gece/5.4.0/
default as below

CONF=gcc_ntoaarché64dle
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