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Chapter 1. Version Highlights

This section provides highlights of the NVIDIA Data Center GPU R580 Driver (version
580.105.08 Linux) and 581.80 Windows).

For changes related to the 580 release of the NVIDIA display driver, review the file
"NVIDIA_Changelog" available in the .run installer packages.

‣ Linux driver release date: 11/06/2025

‣ Windows driver release date: 11/06/2025

1.1.  Software Versions
For this release, the software versions are as follows:

‣ CUDA Toolkit 13: 13.x

Note that starting with CUDA 11, individual components of the toolkit are versioned
independently. For a full list of the individual versioned components (for example,
nvcc, CUDA libraries, and so on), see the CUDA Toolkit Release Notes.

‣ NVIDIA Data Center GPU Driver: 580.105.08 (Linux)/ 581.80 (Windows)

‣ Fabric Manager: 580.105.08 (Use nv-fabricmanager -v)

‣ NVFlash: 5.791

For more information on getting started with the NVIDIA Fabric Manager on NVSwitch-
based systems (for example, NVIDIA HGX A100), refer to the Fabric Manager User Guide.

1.2.  Fixed Issues
‣ Added proper error handling and retry to the message queue so GDMA no longer fails

silently.

‣ The UVM driver has been updated to use the Oracle Linux v5.15 kernel.

‣ Fixed IPv6 address handling so the reverseDNSLookup succeeds.

‣ Implemented better modelling for idle GPU scenarios to mitigate power sensing
inaccuracies. The new solution incorporates utilization counters to check whether
capping should be ignored.

https://docs.nvidia.com/cuda/cuda-toolkit-release-notes/index.html#cuda-major-component-versions
https://docs.nvidia.com/datacenter/tesla/fabric-manager-user-guide/index.html
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‣ The Resource Manager server now uses a map instead of an unsorted list, greatly
improving performance.

‣ Fixed Resource Manager's credit check code for RM-MSE communication.

‣ Whenever GFM restarts with FABRIC_MODE_RESTART config set to 1, if a partition is
determined to be unhealthy, we trigger the reroute flow to reassign trunk links and
get the partition to a healthy state.

‣ An issue causing intermittent failures in the RemoveGpus NMX-C API operation
has been resolved. Previously, these failures could lead to an inaccurate in-memory
representation of the partition and associated GPUs, resulting in the DeletePartition
API being unable to properly remove partition and GPU records from the Redis
database. As a result, attempts to reassign the same GPUs to a new partition
following an NMX-C restart could cause the CreatePartition API to fail.

‣ Enabled a workaround against GDMA HW deadlock under high load situations for non
CC mode. Currently, CC mode does not have enough DTCM for the workaround.

‣ Enabled RM-based retry mechanism. LFM/GFM should now return
NV_ERR_BUSY_RETRY when segment timeouts are hit. RM that supports this feature
will then re-submit requests. This fix requires aligned RM, LFM, GFM.

‣ Added changes to optimize admin state logging such that admin states are dumped
only if there is any change in the admin state.

‣ Resolved an issue where reroute operations (on a 36x2 system) may fail if the
partition contains a partially-released multicast group. For example, a group where
some GPUs have already been removed.

‣ Added changes to check the presence of a GPU node before computing its health.

‣ Runtime instability caused by the clock boost feature for GSP-RM no longer occurs.

‣ Fabric Manager no longer has a circular dependency on some of the locks used.

‣ After failing to re-arm async recv, NV_OK is no longer returned.

‣ Allow the removal of GPU from the partition while the multicast team is active and
correct refcnt logic to handle the scenario.

‣ Adjust event processing to handle the other order of events being generated, so that
IMEX properly cleans up and establishes new connections and data streams.

1.3.  Known Issues
‣ This version of the GPU driver will fail to initialize on systems with Hopper GPUs

subrevision = 3 and VBIOS versions older than 96.00.68.00.xx. Please ensure the
system is using a VBIOS version 96.00.68.00.xx or newer before upgrading to this
version of the driver.

‣ When upgrading from ClosedRM to OpenRM, nvidia-smi may fail.

Workaround

Run the following commands:
sudo rpm -e  nvidia-open-driver-G06-kmp-default --nodeps
sudo zypper in nvidia-driver-G06-kmp-default
sudo zypper install -y nvidia-open-570
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‣ The default TCC mode in the NVIDIA driver does not support IOMMU-based isolation
(necessary for Windows features such as DMA protection, kernel DMA guard,
virtualization-based security, etc.). The impacted GPUs are NVIDIA L40, NVIDIA L40S,
NVIDIA L20, NVIDIA L4, and NVIDIA RTX PRO 6000 Blackwell Server Edition.

‣ This GPU Driver release is compatible only with Data Center GPU Manager (DCGM)
versions 4.3.x or newer. Earlier versions of DCGM are not compatible.

‣ On RHEL 10 x86_64 with kernel 6.12.0-55.29.1.el10_0.x86_64 the doca-ofed package
does not include the ib_umad.ko module, causing Fabric Manager to fail at startup.
This issue is not present on the older kernel 6.12.0-55.9.1.el10_0.x86_64.

‣ If your environment meets all of the following conditions:

‣ You are using an RPM based distribution.

‣ You are not using the online CUDA package repository.

‣ You manually installed nvidia-fabricmanager-devel-580.65.06-1.

In this case, uninstall the package manually before installing the new version. This
does not prevent the other driver packages from being upgraded successfully.
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Chapter 2. Virtualization

To make use of GPU passthrough with virtual machines running Windows and Linux, the
hardware platform must support the following features:

‣ A CPU with hardware-assisted instruction set virtualization: Intel VT-x or AMD-V.

‣ Platform support for I/O DMA remapping.

‣ On Intel platforms, the DMA remapper technology is called Intel VT-d.

‣ On AMD platforms, it is called AMD IOMMU.

Support for these features varies by processor family, product, and system, and should
be verified at the manufacturer's website.

The following hypervisors are supported for virtualization:

Hypervisor Notes

Citrix XenServer Version 6.0 and later

VMware vSphere (ESX / ESXi) Version 5.1 and later.

Red Hat KVM Red Hat Enterprise Linux 9 with KVM

Microsoft Hyper-V Windows Server 2019 Hyper-V
Generation 2

Data Center products now support one display of up to 2560x1600 resolution.

The following GPUs are supported for device passthrough for virtualization:

GPU Family Boards Supported

NVIDIA Blackwell NVIDIA HGX B300, NVIDIA RTX 6000D, NVIDIA
H20BFX, NVIDIA RTX 6000 PRO, NVIDIA HGX GB200
NVL, NVIDIA HGX B200

NVIDIA Grace Hopper NVIDIA GH200

NVIDIA Hopper NVIDIA H100, NVIDIA H800

NVIDIA Ada Lovelace NVIDIA L40, L4, L2, L20

NVIDIA Ampere GPU Architecture NVIDIA A800, A100, A40, A30, A16, A10, A10G, A2,
AX800
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GPU Family Boards Supported

NVIDIA Turing NVIDIA T4, NVIDIA T4G

NVIDIA Volta NVIDIA V100

NVIDIA Pascal Quadro: P2000, P4000, P5000, P6000, GP100

Tesla: P100, P40, P4

NVIDIA Maxwell Quadro: K2200, M2000, M4000, M5000, M6000,
M6000 24GB

Tesla: M60, M40, M6, M4
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Chapter 3. Hardware and Software
Support

Support for these features varies by processor family, product, and system, and should
be verified at the manufacturer's website.

Coherent Driver-Based Memory Management (CDMM)

The R580 Driver introduces Coherent Driver-Based Memory Management (CDMM) for
GB200 platforms. With CDMM, the driver manages GPU memory instead of the OS.
CDMM avoids OS onlining of the GPU memory and the exposing of the GPU memory as
a NUMA node to the OS. It is recommended that Kubernetes clusters enable CDMM to
resolve potential memory over-reporting.

To set up the driver in CDMM mode, run the following commands and then reload the
driver:
echo options nvidia NVreg_CoherentGPUMemoryMode=driver >
/etc/modprobe.d/nvidia-openrm.conf

Note:

 1. If there is already a configuration file for the nvidia driver, please merge the options
into a single options line.

 2. To remove the configuration, undo its addition to the configuration file

 3. To use GDRCopy with CDMM, please use version 2.5.1 or later of GDRCopy.

 4. GPU Direct Storage is not supported with CDMM.

Supported Operating Systems for NVIDIA Data Center GPUs

The Release 580 driver is supported on the following operating systems:

‣ Windows x86_64 operating systems:

‣ Microsoft Windows® Server 2025 24H2

‣ Microsoft Windows® Server 2022 21H2

‣ Microsoft Windows® 11 25H2
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‣ Microsoft Windows® 11 24H2 - SV4

‣ Microsoft Windows® 11 23H2

‣ Microsoft Windows® 11 22H2 - SV2

‣ Microsoft Windows® 10 22H2

‣ The following table summarizes the supported Linux 64-bit distributions. For a
complete list of distributions, kernel versions supported, see the CUDA Linux System
Requirements documentation.

‣ All HGX configurations support the distributions listed in the column x86_64, and all
Grace configurations support the OS distributions listed in column Grace Arm64.

‣ The HGX platform also includes support for the Windows OS 64-bit distributions:

‣ Microsoft Windows® Server 2025

‣ Microsoft Windows® Server 2022

‣ Windows is supported only in shared NVSwitch virtualization configurations.

Distribution x86_64
Arm64 Server
(Generic)

NVIDIA Grace
Arm64 Server

Debian 12.x (where x <=
12)

Yes No No

OpenSUSE Leap 15.x
(where y = 6)

Yes No No

Fedora 42 Yes No No

Red Hat Enterprise
Linux 10.0

Yes Yes Yes

Red Hat Enterprise
Linux 9.y (where y <= 6)

Yes Yes Yes

Rocky Linux 10.0 Yes No No

Rocky Linux 9.y (where y
<= 6)

Yes No No

Red Hat Enterprise
Linux 8.y (where y <= 10)

Yes Yes No

Rocky Linux 8.y (where y
<= 10)

Yes No No

SUSE Linux Enterprise
Server 15.y (where y =
6/7)

Yes Yes Yes

Ubuntu 24.04.z LTS
(where z <= 3)

Yes Yes Yes

https://docs.nvidia.com/cuda/cuda-installation-guide-linux/index.html#system-requirements
https://docs.nvidia.com/cuda/cuda-installation-guide-linux/index.html#system-requirements
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Distribution x86_64
Arm64 Server
(Generic)

NVIDIA Grace
Arm64 Server

Ubuntu 22.04.z LTS
(where z <= 5)

Yes Yes Yes

KylinOS V10 SP3 2403 Yes Yes No

Amazon Linux AL2023 Yes No Yes

Microsoft Azure Linux
3.0

Yes No Yes

Oracle Linux 8 Yes No No

Oracle Linux 9 Yes No No

Supported Operating Systems and CPU Configurations for NVIDIA HGX
GB300

Linux 64-bit distributions:

‣ Ubuntu 22.04

‣ Ubuntu 24.04

‣ RedHat Enterprise Linux 9.6

‣ RedHat Enterprise Linux 10

‣ SUSE Linux Enterprise Server 15.7

‣ Microsoft Azure Linux 3.0

‣ Amazon Linux AL2023

Supported Operating Systems and CPU Configurations for NVIDIA HGX
B300

Linux 64-bit distributions:

‣ Debian 12.12

‣ Ubuntu 22.04

‣ Ubuntu 24.04

‣ RedHat Enterprise Linux 8.10

‣ RedHat Enterprise Linux 9.6

‣ RedHat Enterprise Linux 10

‣ SUSE Linux Enterprise Server 15.7

‣ Amazon Linux AL2023

Windows 64-bit distributions:

‣ Microsoft Windows® Server 2025



Hardware and Software Support

NVIDIA Data Center GPU Driver version 580.105.08
(Linux)/581.80 (Windows)

RN-08625-565 _v4.0   |   9

‣ Microsoft Windows® Server 2022

Supported Operating Systems and CPU Configurations for NVIDIA RTX
6000D

Linux 64-bit distributions:

‣ Debian 12.12

‣ Ubuntu 24.04

‣ Ubuntu 22.04

‣ RedHat Enterprise Linux 9.4

Windows 64-bit distributions:

‣ Microsoft Windows® Server 2025

‣ Microsoft Windows® 11 24H2 - SV4

‣ Microsoft Windows® 11 23H2 - SV3

Supported Operating Systems and CPU Configurations for NVIDIA H20
BFX

Linux 64-bit distributions:

‣ Ubuntu 22.04

‣ SUSE Linux Enterprise Server 15.6

Supported Operating Systems and CPU Configurations for NVIDIA DRIVE
P2021

Linux 64-bit distributions:

‣ Ubuntu 24.04

Supported Operating Systems and CPU Configurations for NVIDIA RTX Pro
6000 Blackwell Server Edition

The Release 580 driver is validated with NVIDIA RTX Pro 6000 Blackwell Server Edition on
the following operating systems and CPU configurations:

‣ Linux 64-bit distributions:

‣ Debian 12.12

‣ RedHat Enterprise Linux 10.0

‣ RedHat Enterprise Linux 9.6

‣ Rocky Linux 9.6

‣ RedHat Enterprise Linux 8.10
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‣ OpenSUSE Leap 15.6

‣ Fedora 42

‣ Ubuntu 24.04

‣ Ubuntu 22.04

‣ Windows 64-bit distributions:

‣ Microsoft Windows® Server 2025

‣ Microsoft Windows® 11 24H2 - SV4

‣ Microsoft Windows® 11 23H2 - SV3

‣ Microsoft Windows® 10 22H2

‣ Microsoft Windows® 10 21H2

Supported Virtualization Configurations

The Release 580 driver is validated with NVIDIA HGX A100, HGX A800, H100, and H800
on the following configurations:

‣ Passthrough (full visibility of GPUs and NVSwitches to guest VMs):

‣ 8-GPU configurations with Ubuntu 22.04.5

API Support

This release supports the following APIs:

‣ NVIDIA® CUDA® 13.x for NVIDIA® Maxwell™, Pascal™, Volta™, Turing™, Hopper™,
NVIDIA Ampere architecture, NVIDIA Ada Lovelace architecture, and NVIDIA Blackwell
architecture GPUs

‣ OpenGL® 4.6

‣ Vulkan® 1.3

‣ DirectX 11

‣ DirectX 12 (Windows 10)

‣ Open Computing Language (OpenCL™ software) 3.0

Note that for using graphics APIs on Windows (such as OpenGL, Vulkan, DirectX 11,
and DirectX 12) or any WDDM 2.0+ based functionality on Data Center GPUs, vGPU is
required. See the  vGPU documentation for more information.

Supported NVIDIA Data Center GPUs

The NVIDIA Data Center GPU driver package is designed for systems that have one or
more Data Center GPU products installed. This release of the driver supports CUDA C/C+
+ applications and libraries that rely on the CUDA C Runtime and/or CUDA Driver API.

https://docs.nvidia.com/grid/index.html
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Attention: Release 470 was the last driver branch to support Data Center GPUs based
on the NVIDIA Kepler architecture. This includes discontinued support for the following
compute capabilities:

‣ sm_30 (NVIDIA Kepler)

‣ sm_32 (NVIDIA Kepler)

‣ sm_35 (NVIDIA Kepler)

‣ sm_37 (NVIDIA Kepler)

For more information on GPU products and compute capability, see https://
developer.nvidia.com/cuda-gpus.

NVIDIA Server Platforms

Product Architecture

NVIDIA HGX GB200 NVL GB200 and NVLink

NVIDIA HGX B200 8-GPU B200 and NVSwitch

NVIDIA HGX H20-3e 8-GPU H20 and NVSwitch

NVIDIA HGX H20 8-GPU H20 and NVSwitch

NVIDIA HGX H200 8-GPU H200 and NVSwitch

NVIDIA HGX H100 8-GPU H100 and NVSwitch

NVIDIA HGX H800 8-GPU H800 and NVSwitch

NVIDIA HGX H100 4-GPU H100 and NVLink

NVIDIA HGX A800 8-GPU A800 and NVSwitch

NVIDIA HGX A100 8-GPU A100 and NVSwitch

NVIDIA HGX A100 4-GPU A100 and NVLink

NVIDIA HGX-2 V100 and NVSwitch

Data Center H-Series Products

Product GPU Architecture

NVIDIA H100 PCIe NVIDIA Hopper

NVIDIA H100 NVL NVIDIA Hopper

NVIDIA H200 NVL NVIDIA Hopper

NVIDIA H800 PCIe NVIDIA Hopper

NVIDIA H800 NVL NVIDIA Hopper

Data Center L-Series Products

Product GPU Architecture

NVIDIA L2 NVIDIA Ada Lovelace

https://developer.nvidia.com/cuda-gpus
https://developer.nvidia.com/cuda-gpus
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Data Center L-Series Products

Product GPU Architecture

NVIDIA L20 NVIDIA Ada Lovelace

NVIDIA L40 NVIDIA Ada Lovelace

NVIDIA L40S NVIDIA Ada Lovelace

NVIDIA L4 NVIDIA Ada Lovelace

RTX-Series / T-Series Products

Product GPU Architecture

NVIDIA RTX PRO 6000 Blackwell Server
Edition

NVIDIA Blackwell

NVIDIA RTX PRO 6000 Blackwell Workstation
Edition

NVIDIA Blackwell

NVIDIA RTX PRO 6000 Blackwell Max-Q
Workstation Edition

NVIDIA Blackwell

NVIDIA RTX PRO 5000 Blackwell NVIDIA Blackwell

NVIDIA RTX PRO 4500 Blackwell NVIDIA Blackwell

NVIDIA RTX PRO 4000 Blackwell NVIDIA Blackwell

NVIDIA RTX PRO 2000 Blackwell NVIDIA Blackwell

NVIDIA RTX PRO 4000 SFF Blackwell NVIDIA Blackwell

NVIDIA RTX 6000 Ada Generation NVIDIA Ada Lovelace

NVIDIA RTX 5880 Ada Generation NVIDIA Ada Lovelace

NVIDIA RTX 5000 Ada Generation NVIDIA Ada Lovelace

NVIDIA RTX 4500 Ada Generation NVIDIA Ada Lovelace

NVIDIA RTX 4000 Ada Generation NVIDIA Ada Lovelace

NVIDIA RTX 4000 SFF Ada Generation NVIDIA Ada Lovelace

NVIDIA RTX 2000 Ada Generation NVIDIA Ada Lovelace

NVIDIA RTX 2000E Ada Generation NVIDIA Ada Lovelace

NVIDIA RTX A6000 NVIDIA Ampere architecture

NVIDIA RTX A5500 NVIDIA Ampere architecture

NVIDIA RTX A5000 NVIDIA Ampere architecture

NVIDIA RTX A4500 NVIDIA Ampere architecture

NVIDIA RTX A4000H NVIDIA Ampere architecture

NVIDIA RTX A4000 NVIDIA Ampere architecture
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RTX-Series / T-Series Products

Product GPU Architecture

NVIDIA RTX A2000 12GB NVIDIA Ampere architecture

NVIDIA RTX A2000 NVIDIA Ampere architecture

NVIDIA RTX A1000 NVIDIA Ampere architecture

NVIDIA RTX A400 NVIDIA Ampere architecture

NVIDIA RTX A800 40GB Active NVIDIA Ampere architecture

Quadro RTX 8000 NVIDIA Turing

Quadro RTX 6000 NVIDIA Turing

Quadro RTX A6000 NVIDIA Turing

Quadro RTX 5000 NVIDIA Turing

Quadro RTX A5000 NVIDIA Turing

Quadro RTX 4000 NVIDIA Turing

Quadro RTX A4000 NVIDIA Turing

NVIDIA T1000 8GB NVIDIA Turing

NVIDIA T600 NVIDIA Turing

NVIDIA T400 4GB NVIDIA Turing

NVIDIA T400 NVIDIA Turing

NVIDIA T400E NVIDIA Turing

Data Center A-Series Products

Product GPU Architecture

NVIDIA A2 NVIDIA Ampere architecture

NVIDIA A800, AX800 NVIDIA Ampere architecture

NVIDIA A100X NVIDIA Ampere architecture

NVIDIA A100

NVIDIA A100 80 GB PCIe

NVIDIA Ampere architecture

NVIDIA A40 NVIDIA Ampere architecture

NVIDIA A30, A30X NVIDIA Ampere architecture

NVIDIA A16 NVIDIA Ampere architecture

NVIDIA A10, A10M, A10G NVIDIA Ampere architecture
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Data Center T-Series Products

Product GPU Architecture

NVIDIA T4, T4G NVIDIA Turing

Data Center V-Series Products

Product GPU Architecture

NVIDIA V100 Volta

Data Center P-Series Products

Product GPU Architecture

NVIDIA Tesla P100 NVIDIA Pascal

NVIDIA Tesla P40 NVIDIA Pascal

NVIDIA Tesla P4 NVIDIA Pascal

Data Center M-Class Products

Product GPU Architecture

NVIDIA Tesla M60 Maxwell

NVIDIA Tesla M40 24 GB Maxwell

NVIDIA Tesla M40 Maxwell

NVIDIA Tesla M6 Maxwell

NVIDIA Tesla M4 Maxwell
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