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Chapter 1.
OVERVIEW OF DIGITS

DIGITS (the Deep Learning GPU Training System) is a webapp for training deep learning models. The currently supported frameworks are: Caffe and Tensorflow. DIGITS puts the power of deep learning into the hands of engineers and data scientists.

DIGITS is not a framework. DIGITS is a wrapper for Caffe and TensorFlow; which provides a graphical web interface to those frameworks rather than dealing with them directly on the command-line.

DIGITS can be used to rapidly train highly accurate deep neural network (DNNs) for image classification, segmentation, object detection tasks, and more. DIGITS simplifies common deep learning tasks such as managing data, designing and training neural networks on multi-GPU systems, monitoring performance in real time with advanced visualizations, and selecting the best performing model from the results browser for deployment. DIGITS is completely interactive so that data scientists can focus on designing and training networks rather than programming and debugging.

DIGITS is available through multiple channels such as:

- GitHub download
- NVIDIA’s Docker repository, nvcr.io
Chapter 2.
INSTALLATION OVERVIEW

Getting CUDA and the NVIDIA driver installed correctly on your machine can be difficult. This guide provides you installation instructions for Ubuntu. Another good resource is the CUDA installation guide for Linux.
You will need an NVIDIA GPU to use CUDA. If you want to use cuDNN, you will need a GPU with compute capability >= 3.0. To find out what the compute capability of your card is, see one of these websites:

- https://en.wikipedia.org/wiki/CUDA#GPUs_supported

You can also use the DIGITS device_query tool to check for the compute major and minor versions:

```
$ digits/device_query.py
Device #0:
>>> CUDA attributes:
   name       Tesla K40c
   totalGlobalMem  12079136768
   clockRate   745000
   major       3
   minor       5
>>> NVML attributes:
   Total memory  11519 MB
   Used memory   23 MB
   Memory utilization  0%
   GPU utilization  0%
   Temperature   30 C
```
Chapter 4.
DRIVER

On Ubuntu, you can install a driver in two ways: with a run file or with a Deb package. It is recommended that you use a Deb package to install your driver, unless you have a new GPU that requires a newer driver version. Deb packages are simpler to install, uninstall and upgrade, while run file installers are useful if you need a newer driver version.

To install with a run file, download one from the NVIDIA Driver Downloads website and follow the instructions. If you run into any problems, look at the "Additional Information" section.

**Important** If you use a run file to install your driver, don't install the cuda Deb package. More information below.
Chapter 5.
CUDA TOOLKIT

On the CUDA Downloads website, you will see three options for installing the toolkit: runfile (local), deb (local), deb (network).

1. **deb (network)** - This is a Deb package, the preferred method. This gives you access to all of the packages in the CUDA repository, including multiple toolkit versions.
   
   Execute this command after reading warning below:
   ```
   dpkg -i cuda-repo-ubuntu1404_7.5-18_amd64.deb
   apt-get update
   ```

2. **deb (local)** - This is also a Deb package, a nice option if you have a bad network connection. The downside is that you can't get package updates and you have to install separate packages for CUDA 7.0, 7.5, etc.

   Execute this command after reading warning below:
   ```
   dpkg -i cuda-repo-ubuntu1404-7-5-local_7.5-18_amd64.deb
   apt-get update
   ```

3. **runfile (local)** - Shell script. Don't use this unless you have to for some reason. As with the driver (see above), it is more difficult to uninstall or upgrade your CUDA installation if you use a run file installer

   ```
   sh cuda_7.5.18_linux.run
   ```

### 5.1. Deb packages

If you chose to use a Deb package, here are some of the packages you can install:

1. **apt-get install cuda** - This will install the latest toolkit (currently 7.5) and the latest driver (currently nvidia-352).

   **Important** Don't install this package if you installed your driver with a run file. The Deb package may not be able to fully uninstall your run file driver installation.
2. `apt-get install cuda-toolkit-7-5` - Installs only the toolkit and not the driver.

3. `apt-get install cuda-drivers` - Installs only the driver and not the toolkit

For more information, see the "Meta Packages" section of the CUDA installation guide for Linux.
Chapter 6.
ENVIRONMENT

Set up your environment correctly so that the runtime linker can find your shared libraries. There are a few ways to do this:

Your environment will be set up automatically with the CUDA 8.0 installers.

1. Add an entry to `/etc/ld.so.conf.d/`.
   - Requires sudo privileges.
   - Enter this command:
     
     ```bash
     echo "/usr/local/cuda/lib64" | sudo tee /etc/ld.so.conf.d/cuda64.conf
     sudo ldconfig
     ```

2. Edit `LD_LIBRARY_PATH`.
   - Does not require sudo privileges.
   - The exact formula required depends on which shell you are using and how you login to your machine.
   - Use:
     
     ```bash
     echo "export LD_LIBRARY_PATH=\$LD_LIBRARY_PATH:/usr/local/cuda/lib64" >> ~/.profile && source ~/.profile
     
     # Non-login interactive shell (bash)
     echo "export LD_LIBRARY_PATH=\$LD_LIBRARY_PATH:/usr/local/cuda/lib64" >> ~/.bashrc && source ~/.bashrc
     ```

   For more information on setting persistent environment variables see:
   - [http://unix.stackexchange.com/q/117467/99570](http://unix.stackexchange.com/q/117467/99570)
   - [http://askubuntu.com/q/210884/336440](http://askubuntu.com/q/210884/336440)

3. Install the `cuda-ld-conf-7-0` package
   - This package is made available on NVIDIA’s [machine learning repo](https://github.com/NVIDIA/Machine-Learning-Repository).
   - When you install DIGITS with a Deb package, the package gets installed automatically.
   - Sets up option (1) for you automatically
Chapter 7.
TROUBLESHOOTING

For troubleshooting tips see the Nvidia DIGITS Troubleshooting and Support Guide.

7.1. Support


For more information about DIGITS, see:

- DIGITS website (https://developer.nvidia.com/digits)
- DIGITS project (https://github.com/NVIDIA/DIGITS/blob/digits-5.0/README.md)
- GitHub documentation (https://github.com/NVIDIA/nvidia-docker/wiki/DIGITS)

There may be slight variations between the NVIDIA-docker images and this image.
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