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Chapter 1.
DEEP LEARNING PROFILER 20.03 RELEASE NOTES

Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Driver Requirements
Release 20.03 is based on NVIDIA CUDA 10.2.89, which requires NVIDIA Driver release 440.33.01. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 396, 384.111+, 410, 418.xx, or 440.30. The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features
The key features of DLProf v0.10.0 / r20.03 are:

▶ Released in the TensorFlow 20.03 NGC container.
▶ Latest DLProf build is based on TensorFlow 1.15.2, TensorBoard 1.15.0, and Nsight Systems 2020.1.1.
▶ Expert Systems feature that analyzes performance results, looks for common performance issues, and suggests recommended fixes that may improve performance.
▶ Support for additional domains from custom NVTX markers.
   ▶ Reports are generated for the domain specified using markers.
   ▶ Data is aggregated only from NVTX markers in the same domain.
Passing a Graphdef is now optional. User can specify a Graphdef with --graphdef or set it to auto for a TensorBoard graph event file to be created.

System information is gathered in the background and is exposed in the summary report, database, and TensorBoard event files.

Consistent command line arguments.

Known Issues

This software is only accessible in the NGC TensorFlow container.

This software is only supported for TensorFlow 1.15 and TensorBoard 1.15.

The following command line options have been changed.

- `--in_nsys_db_filename` is now `--nsys_database`
- `--in_saved_model` was removed
- `--nsys_base_output_name` is now `--nsys_base_name`

Resolved Issues

- Fixed issue with XLA kernels and nodes not being aggregated correctly.
Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Driver Requirements
Release 20.02 is based on NVIDIA CUDA 10.2.89, which requires NVIDIA Driver release 440.30.01. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 396, 384.111+, 410, 418.xx, or 440.30. The CUDA driver's compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features
The key features of DLProf v0.9.0 / r20.02 are:

- Released in the TensorFlow 20.02 NGC container.
- Latest DLProf build is based on TensorFlow 1.15.2, TensorBoard 1.15.0, and Nsight Systems 2020.1.1.
- Added --delay and --duration options that will delay when the profiler will start and terminate the profiler after a set duration.
- Partial support for custom NVTX ranges and domains.
  - Can profile tensorflow models that use the NVTX Plugin.
  - Can select which domain(s) to use in generated report(s).
- New group node report that shows the aggregated times for each group node.
- Removed original TensorBoard GPU Summary Plugin.
Added pie charts and line series to the new TensorBoard DLProf Plugin.

**Known Issues**

- XLA cluster mapping in the TensorBoard Graph plugin is not supported in the 20.02 Tensorflow container.
- This software is only accessible in the NGC TensorFlow container.
- This software is only supported by TensorFlow 1.15.

**Resolved Issues**

- Iteration reports are now properly sorted.
- `--force` will work correctly with auto generated graphdef files.
Chapter 3. 
DEEP LEARNING PROFILER 20.01 RELEASE NOTES

Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Driver Requirements
Release 20.01 is based on NVIDIA CUDA 10.2.89, which requires NVIDIA Driver release 440.30.01. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 396, 384.111+, 410, 418.xx, or 440.30. The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features
The key features of DLProf v0.8.0 / r20.01 are:

- Released in the TensorFlow 20.01 NGC container
- Latest DLProf build is based on TensorFlow 1.15.0, TensorBoard 1.15.0, and Nsight Systems 2019.6.1
- Support for Tensorflow 1.15 and TensorBoard 1.15
- New DLProf Plugin for TensorBoard.
  - Currently, there is a BETA release of the plugin, and it is previewed along with the original GPU Summary Panel
  - Updated Summary page with new key metrics, including TC Utilization and GPU Idle %
  - Inclusion of Expert Systems feedback in a panel on the Summary page
Known Issues

- XLA cluster mapping in the TensorBoard Graph plugin is not supported in 20.01 Tensorflow container
- This software is only accessible in the NGC TensorFlow container
- This software is only supported by TensorFlow 1.15
Chapter 4.
DEEP LEARNING PROFILER 19.12 RELEASE NOTES

Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Driver Requirements
Release 19.12 is based on NVIDIA CUDA 10.2.89, which requires NVIDIA Driver release 440.30. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 396, 384.111+, 410 or 418.xx. The CUDA driver's compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features
The key features of DLProf v0.7.0 / r19.12:

- Released in the TensorFlow 19.12 NGC container
- Latest DLProf build is based on TensorFlow 1.15.0, TensorBoard 1.15.0, and Nsight Systems 2019.6.1
- Support for Tensorflow 1.15 and TensorBoard 1.15
- Initial Expert Systems utility. DLProf now has an alpha version of Expert Systems that will analyze the profile results and provide recommendations on how to improve the training performance and profiling experience.
Known Issues

- XLA cluster mapping in the TensorBoard Graph plugin is not supported in 19.12 Tensorflow container
- This software is only accessible in the NGC TensorFlow container
- This software is only supported by TensorFlow 1.15
Chapter 5.
DEEP LEARNING PROFILER 19.11 RELEASE NOTES

Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Driver Requirements
Release 19.11 is based on NVIDIA CUDA 10.2.89, which requires NVIDIA Driver release 440.30. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 396, 384.111+, 410 or 418.xx. The CUDA driver's compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features
The key features of DLProf v0.6.0 / r19.11:

- Released in the TensorFlow 19.11 NGC container
- Latest DLProf build is based on TensorFlow 1.15.0, TensorBoard 1.15.0, and Nsight Systems 2019.5.2
- Support for Tensorflow 1.15 and TensorBoard 1.15
- Updated time aggregation, improving reported time metrics

Known Issues

- XLA cluster mapping in the TensorBoard Graph plugin is not supported in 19.11 Tensorflow container
- This software is only accessible in the NGC TensorFlow container.
This software is only supported by TensorFlow 1.15
Chapter 6.
DEEP LEARNING PROFILER 19.10 RELEASE NOTES

Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

New Features
The key features of DLProf v0.5.0/r19.10:

- GraphDef file generation
  - The GraphDef file is now automatically generated whenever you invoke DLProf.
  - You can still specify a pre-generated GraphDef file.
- Full XLA Support
  - You can now profile XLA compiled models to get maximum performance and see the profile output.
  - Reports and graphs will partially map back to the original, pre-XLA, graph.
- Tensorboard Improvements:
  - The Graph panel displays the correlation of an XLA cluster map to the original TensorFlow graph.
  - Reports now include Tensor shapes, dimensions, and data types.

Known Issues
- This software is only accessible in the NGC TensorFlow container.
- This software is only supported by TensorFlow 1.14
Chapter 7.
DEEP LEARNING PROFILER 19.09 RELEASE NOTES

Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Key Features
The key features of DLProf v0.4.0/r19.09:

› CLI improvements: Report generation has changed, output options have been improved to make it easier for users to generate detailed reports.
› Tensorboard Improvements:
  › Model summary tab now shows a kernel summary report that details GPU time summary for kernels in use.
  › Iterations summary tab now shows operation names correlated with the kernels used in detail.

Known Issues
› This software is only accessible in the NGC TensorFlow container.
Chapter 8.
DEEP LEARNING PROFILER 19.08 RELEASE NOTES

Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Key Features
The key features of DLProf v0.4.0/r19.08:

‣ Enabling faster generation of Tensorboard event files: Size of the protobuf file used for data collection is smaller so that more profiling data points can be collected and loading Tensorboard event files is faster.
‣ Kernel report showing usage per kernel: DLProf has added a new report showing CUDA Kernel usage for the benefit of advanced researchers trying to understand which kernels were run when model was trained.

Known Issues
‣ This software is only accessible in the NGC TensorFlow container.
Chapter 9.
DEEP LEARNING PROFILER 19.07 RELEASE NOTES

Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Key Features
The key features of DLProf v0.3.9/r19.07:

- Ability to aggregate data per iteration: User can specify the iteration range to aggregate timing metrics for all reports by specifying start and stop iterations.
- Tensor Core Report: DLProf can create a CSV report listing all unique Tensor Core kernels that were executed in the model, along with node and timing metric information.
- Support for Tensorboard 1.14: Visualization component is now based on Tensorboard 1.14.

Known Issues

- This is early version software. It is only accessible in the NGC TensorFlow container.

Resolved Issues

- Bug fixes in timing data in Tensorboard.
- Fix for models not showing Tensor Core usage.
Chapter 10.
DEEP LEARNING PROFILER 19.06 RELEASE NOTES

Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Key Features
The key features of DLProf v0.3.7/r19.06:

‣ Easy Profiling: Just provide graphdef file and prefix training script with “dlprof” to automatically get Tensorboard event files with profile data.
‣ Visualization: Modified version of Tensorboard shows profiling data on a familiar interface.
‣ Reports: Several profiling reports can be generated to provide maximum value.

Known Issues
‣ This is a very early version software. It is only accessible in the NGC TensorFlow container. Currently we do not support profiling models with the XLA option. Some of the timing data in Tensorboard may not add up. The default key node of 'global_step/add' assumed by DLProf may not exist in some models. If no iterations are being detected, users should try running the Deep Learning Profiler with a different key node --key_node={new_key_node}.

Some models execute nodes in the final iterations that are not representative of a normal training iteration. These final iterations may not contain any GPU activity.
‣ DLProf and Nsight Systems in the container will not work with NVIDIA GPU Drivers newer than version 418.
Resolved Issues

There are no resolved issues in this release.
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