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Chapter 1. Deep Learning Profiler
21.08 Release Notes

Description
DLProf Release for 21.08, available in the NVIDIA TensorFlow 1.x, TensorFlow 2.x, and PyTorch NGC containers, and as a Python Wheel on the NVIDIA PY Index.

Driver Requirements
- Requires DLProf SQLite database generated by DLProf v1.2 or later.
- Ensure that you have access and are logged into NGC. For step-by-step instructions, see the NGC Getting Started Guide.
- Install Docker and nvidia-docker. For DGX users, see Preparing to use NVIDIA Containers. For users other than DGX, see nvidia-docker installation documentation.

New Features
The key features of DLProf v1.4.0 / r21.08 are:
- Multi-GPU calculation and reporting enhancement.
- Added parameters and output shapes into the iteration report for GEMM and CONV operations.

Known Issues
- This software is only supported for TensorFlow 1.15, TensorFlow 2.34, PyTorch 1.9, and TensorRT 7.2.

Resolved Issues
- None.
Chapter 2. Deep Learning Profiler
21.07 Release Notes

Description

DLProf Release for 21.07, available in the NVIDIA TensorFlow 1.x, TensorFlow 2.x, and PyTorch NGC containers, and as a Python Wheel on the NVIDIA PY Index.

Driver Requirements

Release 21.07 is based on NVIDIA CUDA 11.4.0, which requires NVIDIA Driver release 470 or later. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 418.40 (or later R418), 440.33 (or later R440), 450.51 (or later R450), or 460.27 (or later R460). The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features

The key features of DLProf v1.3.0 / r21.07 are:

- Latest DLProf build is based on TensorFlow 1.15.5, TensorFlow 2.5.0, PyTorch 1.10.0, TensorRT 8.0, and Nsight Systems 2021.2.4.12.
- Added database versioning and backwards compatibility starting with v1.2 databases.
- Added underutilized GPU detector.

Known Issues

- This software is only supported for TensorFlow 1.15, TensorFlow 2.5.0, PyTorch 1.10.0, and TensorRT 8.0.
Resolved Issues

- Fixed issue where memory could get corrupted if not all GPUs were used
Chapter 3. Deep Learning Profiler
21.06 Release Notes

Description

DLProf Release for 21.06, available in the NVIDIA TensorFlow 1.x, TensorFlow 2.x, and PyTorch NGC containers, and as a Python Wheel on the NVIDIA PY Index.

Driver Requirements

Release 21.06 is based on NVIDIA CUDA 11.3.1, which requires NVIDIA Driver release 465.19.01 or later. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 418.40 (or later R418), 440.33 (or later R440), 450.51 (or later R450), or 460.27 (or later R460). The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features

The key features of DLProf v1.2.0 / r21.06 are:

- Latest DLProf build is based on TensorFlow 1.15.5, TensorFlow 2.4.0, PyTorch 1.9.0, TensorRT 7.2.3, and Nsight Systems 2021.2.1.58.
- Resource Usage Breakdown: split profile activity into resource categories.
- Aggregation performance improvements.

Known Issues

- This software is only supported for TensorFlow 1.15, TensorFlow 2.4, PyTorch 1.9, and TensorRT 7.2.

Resolved Issues

- None
Chapter 4. Deep Learning Profiler
21.04 Release Notes

Description

Driver Requirements
Release 21.04 is based on NVIDIA CUDA 11.3.0, which requires NVIDIA Driver release 465.19.01 or later. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 418.xx, 440.xx, 450.xx, or 455.xx. The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features
The key features of DLProf v1.1.0 / r21.04 are:

- Latest DLProf build is based on TensorFlow 1.15.5, TensorBoard 1.15.0, TensorFlow 2.3.1, TensorBoard 2.3.0, PyTorch 1.8.0, and Nsight Systems 2020.4.3.
- Improved DLProf database
  - Redundant data removed to reduce size
  - Improve write speed
  - Support for multiple aggregations in the same database

Known Issues
- This software is accessible in the NGC TensorFlow and PyTorch containers and as a separate PIP wheel.
This software is only supported for TensorFlow 1.15, TensorFlow 2.3, PyTorch 1.8, TensorBoard 1.15, and TensorBoard 2.3.

When launching TensorBoard in a TensorFlow 2.x container, the --bind_all argument must be passed onto the command line. Example:

```
# tensorboard --bind_all --logdir /path/to/event_files
```

Resolved Issues

None
Chapter 5. Deep Learning Profiler
21.03 Release Notes

Description

DLProf Release for 21.03, available in the NVIDIA TensorFlow 1.x, TensorFlow 2.x, and PyTorch NGC containers, and as a Python Wheel on the NVIDIA PY Index.

Driver Requirements

Release 21.03 is based on NVIDIA CUDA 11.2.1, which requires NVIDIA Driver release 460.32.03 or later. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 418.xx, 440.30, 450.xx, or 455.xx. The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features

The key features of DLProf v1.0.0 / r21.03 are:

- Latest DLProf build is based on TensorFlow 1.15.5, TensorBoard 1.15.0, TensorFlow 2.3.1, TensorBoard 2.3.0, PyTorch 1.8.0, and Nsight Systems 2020.4.3.
- Expert Systems can detect when GPU memory is underutilized and recommend increasing batch size.
- DLProf can now profile TensorRT models.
- DLProf can detect NCCL events and properly associate GPU activity to them.

Known Issues

- This software is accessible in the NGC TensorFlow and PyTorch containers and as a separate PIP wheel.
- This software is only supported for TensorFlow 1.15, TensorFlow 2.3, PyTorch 1.8, TensorFlow 1.15, and TensorBoard 2.3.

- When profiling on multi-gpu, in a rare case DLProf can get stuck after printing, DLprof completed system call successfully. The recommended workaround is to run on a single GPU system or use version 21.02.

- When launching TensorBoard in a TensorFlow 2.x container, the --bind_all argument must be passed onto the command line. Example:

```
# tensorboard --bind_all --logdir /path/to/event_files
```

**Resolved Issues**

- None
Chapter 6. Deep Learning Profiler
21.02 Release Notes

Description
DLProf release for 21.02, available in the NVIDIA TensorFlow 1.x, TensorFlow 2.x, and PyTorch NGC containers, and as a Python Wheel on the NVIDIA PY Index.

Driver Requirements
Release 21.02 is based on NVIDIA CUDA 11.2, which requires NVIDIA Driver release 455 or later. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 418.xx, 440.30, or 450.xx. The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features
The key features of DLProf v0.19.0 / r21.02 are:

- Latest DLProf build is based on TensorFlow 1.15.4, TensorBoard 1.15.0, TensorFlow 2.3.1, TensorBoard 2.3.0, PyTorch 1.8.0, and Nsight Systems 2020.3.4.
- Added support for DALI.
- Improved PyTorch profiling
  - Iteration reports can print the long kernel names
  - Iteration reports display IO bytes
  - Expert Systems detector will detect when emit_nvtx is not used
- Capture all unassociated CUDA operations in all frameworks.
Known Issues

- This software is accessible in the NGC TensorFlow and PyTorch containers and as a separate PIP wheel.
- This software is only supported for TensorFlow 1.15, TensorFlow 2.3, PyTorch 1.8, TensorBoard 1.15, and TensorBoard 2.3.
- When launching TensorBoard in a TensorFlow 2.x container, the --bind_all argument must be passed onto the command line. Example:
  
  ```bash
  # tensorboard --bind_all --logdir /path/to/event_files
  ```

Resolved Issues

- None
Chapter 7. Deep Learning Profiler
21.01 Release Notes

Description
The NVIDIA release for Deep Learning Profiler 21.01 has been canceled. The next release will be the 21.02 release which is expected to be released at the end of February.
Chapter 8. Deep Learning Profiler
20.12 Release Notes

Description

DLProf release for 20.12, available in the NVIDIA TensorFlow 1.x, TensorFlow 2.x, and PyTorch NGC containers, and as a Python Wheel on the NVIDIA PY Index.

Driver Requirements

Release 20.12 is based on NVIDIA CUDA 11.1.1, which requires NVIDIA Driver release 455 or later. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 418.xx, 440.30, or 450.xx. The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features

The key features of DLProf v0.18.0 / r20.12 are:

- Released in the TensorFlow 1.x 20.12, TensorFlow 2.x 20.11 and PyTorch 20.11 NGC container
- Latest DLProf build is based on TensorFlow 1.15.4, TensorBoard 1.15.0, TensorFlow 2.3.1, TensorBoard 2.3.0, PyTorch 1.8.0, and Nsight Systems 2020.3.4.
- Multi-GPU profiling and reporting is now fully supported.
- Improved identification and association for each operation in reports with a unique operation ID.

Known Issues

- This software is accessible in the NGC TensorFlow and PyTorch containers and as a separate PIP wheel.
- This software is only supported for TensorFlow 1.15, TensorFlow 2.3, PyTorch 1.8, TensorBoard 1.15, and TensorBoard 2.3.
Resolved Issues

- PyTorch AMP operations that use Tensor Cores now report the correct datatype.
Chapter 9.  Deep Learning Profiler
20.11 Release Notes

Description
DLProf release for 20.11, available in the NVIDIA TensorFlow 1.x, TensorFlow 2.x, and PyTorch NGC containers, and as a Python Wheel on the NVIDIA PY Index.

Driver Requirements
Release 20.11 is based on NVIDIA CUDA 11.1.0, which requires NVIDIA Driver release 455 or later. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 418.xx, 440.30, or 450.xx. The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features
The key features of DLProf v0.17.0 / r20.11 are:

‣ Released in the TensorFlow 1.x 20.11, TensorFlow 2.x 20.11 and PyTorch 20.11 NGC container
‣ Latest DLProf build is based on TensorFlow 1.15.2, TensorBoard 1.15.0, PyTorch 1.7.0, and Nsight Systems 2020.3.2.
‣ Support for profiling of models using TensorFlow 2.x, starting with TensorFlow 2.3.1.

Known Issues
‣ This software is accessible in the NGC TensorFlow and PyTorch containers and as a separate PIP wheel.
‣ This software is only supported for TensorFlow 1.15, TensorFlow 2.3, PyTorch 1.7, TensorBoard 1.15, and TensorBoard 2.3.
Resolved Issues

- Expert Systems correctly detects AMP usage for PyTorch models.
Chapter 10. Deep Learning Profiler
20.10 Release Notes

Description

Driver Requirements
Release 20.10 is based on NVIDIA CUDA 11.1.0, which requires NVIDIA Driver release 455 or later. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 418.xx, 440.30, or 450.xx. The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features
The key features of DLProf v0.16.0 / r20.10 are:

› Released in the TensorFlow 1.x 20.10, TensorFlow 2.x 20.10 and PyTorch 20.10 NGC container
› Latest DLProf build is based on TensorFlow 1.15.2, TensorBoard 1.15.0, PyTorch 1.6.0, and Nsight Systems 2020.3.2.
› Tensor shape constraints recommendations are not being reported because they no longer prohibit tensor core usage.
› When using XLA mode, a generic AMP usage recommendation will be displayed.

Known Issues
› This software is accessible in the NGC TensorFlow and PyTorch containers and as a separate PIP wheel.
› This software is only supported for TensorFlow 1.15, and PyTorch 1.6 and TensorBoard 1.15.
- Simple mode only profiling is supported for TensorFlow 2.
- The PyTorch AMP datatype is not correctly detected and causes the Expert Systems to recommend AMP in PyTorch even when AMP is enabled.

Resolved Issues
- None
Chapter 11. Deep Learning Profiler
20.09 Release Notes

Description

Driver Requirements
Release 20.09 is based on NVIDIA CUDA 11.0.3, which requires NVIDIA Driver release 450 or later. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 418.xx or 440.30. The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features
The key features of DLProf v0.15.0 / r20.09 are:

- Released in the TensorFlow 1.x 20.09, TensorFlow 2.x 20.09 and PyTorch 20.09 NGC container
- Latest DLProf build is based on TensorFlow 1.15.2, TensorBoard 1.15.0, PyTorch 1.6.0, and Nsight Systems 2020.3.2.
- A stand-alone version of DLProf is available as a PIP wheel file.
- Expert Systems is now able to auto-detect and recommend an ideal iterations range
- PyTorch features:
  - Expert Systems detects the use of slow debugging API calls and recommends that these calls not be used.
  - DLProf recognizes the profiler.start and profiler.stop parameters in PyTorch scripts to set specific profile ranges.
Known Issues

- This software is only accessible in the NGC TensorFlow and PyTorch containers and as a separate PIP wheel in the nvidia-pyindex.
- This software is only supported for TensorFlow 1.15, and PyTorch 1.6 and TensorBoard 1.15.
- Partial simple mode profiling is supported for TensorFlow 2.

Resolved Issues

- None
Chapter 12. Deep Learning Profiler 
20.08 Release Notes

Description
DLProf release for 20.08, available in the NVIDIA TensorFlow 1.x, TensorFlow 2.x, and PyTorch NGC containers.

Driver Requirements
Release 20.08 is based on NVIDIA CUDA 11.0.194, which requires NVIDIA Driver release 450 or later. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 418.xx or 440.30. The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades..

New Features
The key features of DLProf v0.14.0 / r20.08 are:

- Released in the TensorFlow 1.x 20.08, TensorFlow 2.x 20.08 and PyTorch 20.08 NGC container.
- Latest DLProf build is based on TensorFlow 1.15.2, TensorBoard 1.15.0, PyTorch 1.6.0, and Nsight Systems 2020.3.2.
- DLProf support for PyTorch is now feature equivalent to the DLProf support for TensorFlow 1.x:
  - Correctly identifies forward and backwards operations.
  - Tensor Core eligible operations list corrected for improved accuracy.
  - Stack trace and direction added to reports.
  - Data loader detector improved to provide more details.
  - Methodology added to differentiate between calls to the same function from the same stack trace.
- Testing and detection of Tensor Core kernels improved and provides a high level of confidence in TC usage metrics across all frameworks.
- Tensor Core utilization calculation improved for XLA runs.

Known Issues

- This software is only accessible in the NGC TensorFlow and PyTorch containers.
- This software is only supported for TensorFlow 1.15, and PyTorch 1.6 and TensorBoard 1.15.
- Partial simple mode profiling is supported for TensorFlow 2.

Resolved Issues

- None
**Chapter 13. Deep Learning Profiler  
20.07 Release Notes**

**Description**


**Driver Requirements**

Release 20.07 is based on NVIDIA CUDA 11.0.167, which requires NVIDIA Driver release 450 or later. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 418.xx or 440.30. The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

**New Features**

The key features of DLProf v0.13.0 / r20.07 are:

- Latest DLProf build is based on TensorFlow 1.15.2, TensorBoard 1.15.0, PyTorch 1.6.0, and Nsight Systems 2020.3.2.
- Support for Tensor core detection in the new A100 GPU architecture, new TF32 tensorcores are detected for Tensorflow and Pytorch model profiles.
- Improved PyTorch support:
  - Detection of data loading bottlenecks by Expert systems.
  - Detection of AMP usage by Expert Systems.
  - Improved TensorCore utilization calculation.
- Tensorflow AMP enablement detection and recommendation in Expert Systems.
- Removed all dependencies on additional dynamic libraries.
- Added ability to specify name of model profiled:
- Model name is added to reports.
- Model name is propagated to the TensorBoard DLProf plugin.

Known Issues

- This software is only accessible in the NGC TensorFlow and PyTorch containers.
- This software is only supported for TensorFlow 1.15, and PyTorch 1.6 and TensorBoard 1.15.
- Partial simple mode profiling is supported for TensorFlow 2.

Resolved Issues

- None
Chapter 14. Deep Learning Profiler
20.06 Release Notes

Description

Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Driver Requirements

Release 20.06 is based on NVIDIA CUDA 11.0.167, which requires NVIDIA Driver release 450.36.06. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 410, 418.xx or 440.30. The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features

The key features of DLProf v0.12.0 / r20.06 are:

- Released in the TensorFlow 20.06 and PyTorch 20.06 NGC container.
- Latest DLProf build is based on TensorFlow 1.15.2, TensorBoard 1.15.0, PyTorch 1.6.0, and Nsight Systems 2020.1.1.
- PyTorch support for DLProf build released in the PyTorch NGC container.
  - Depends on of PyProf and Nsight Systems which are provided in the container.
  - Generates all reports and a GPU Event file that can be viewed with the NVIDIA DLProf Tensorboard Plugin is included for Tensorboard visualization.
- New command line switch options.
  - Align CLI switch options and style with Nsight Systems CLI.
  - Improved help messages from dlprof --help.
Known issue: boolean options now require specifying `true` or `false`, e.g. `--force=true`.

Support for multiple Frameworks and NGC containers.

Each supported NGC container has a customized DLProf that is optimized for the Deep Learning framework in the container.

**Supported Frameworks:**

- **Tensorflow 1.x**
- **Tensorflow 2.x** - simple mode only
- **PyTorch**

Recommendations for shape and data type are improved in Tensorboard and on command line.

**Reporting enhancements**

- Print all reports with `--reports=all`
- Added start and stop iterations to Summary report.
- Added more detailed TensorCore GPU time to the Tensor report.
- Fixed issue in kernel report that was over-counting the number of unique kernels.

**Known Issues**

- This software is only accessible in the NGC TensorFlow and PyTorch containers.
- This software is only supported for TensorFlow 1.15, and PyTorch 1.6 and TensorBoard 1.15.

**Resolved Issues**

- None
Chapter 15. Deep Learning Profiler
20.03 Release Notes

Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Driver Requirements
Release 20.03 is based on NVIDIA CUDA 10.2.89, which requires NVIDIA Driver release 440.33.01. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 396, 384.111+, 410, 418.xx, or 440.30. The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features
The key features of DLProf v0.10.0 / r20.03 are:

- Released in the TensorFlow 20.03 NGC container.
- Latest DLProf build is based on TensorFlow 1.15.2, TensorBoard 1.15.0, and Nsight Systems 2020.1.1.
- Expert Systems feature that analyzes performance results, looks for common performance issues, and suggests recommended fixes that may improve performance.
- Support for additional domains from custom NVTX markers.
  - Reports are generated for the domain specified using markers.
  - Data is aggregated only from NVTX markers in the same domain.
- Passing a Graphdef is now optional. User can specify a Graphdef with --graphdef or set it to auto for a TensorBoard graph event file to be created.
System information is gathered in the background and is exposed in the summary report, database, and TensorBoard event files.

Consistent command line arguments.

Known Issues

- This software is only accessible in the NGC TensorFlow container.
- This software is only supported for TensorFlow 1.15 and TensorBoard 1.15.
- The following command line options have been changed.
  - `--in_nsys_db_filename` is now `--nsys_database`
  - `--in_saved_model` was removed
  - `--nsys_base_output_name` is now `--nsys_base_name`

Resolved Issues

- Fixed issue with XLA kernels and nodes not being aggregated correctly.
Description

Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Driver Requirements

Release 20.02 is based on NVIDIA CUDA 10.2.89, which requires NVIDIA Driver release 440.30.01. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 396, 384.111+, 410, 418.xx, or 440.30. The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features

The key features of DLProf v0.9.0 / r20.02 are:

- Released in the TensorFlow 20.02 NGC container.
- Latest DLProf build is based on TensorFlow 1.15.2, TensorBoard 1.15.0, and Nsight Systems 2020.1.1.
- Added --delay and --duration options that will delay when the profiler will start and terminate the profiler after a set duration.
- Partial support for custom NVTX ranges and domains.
  - Can profile tensorflow models that use the NVTX Plugin.
  - Can select which domain(s) to use in generated report(s).
- New group node report that shows the aggregated times for each group node.
- Removed original TensorBoard GPU Summary Plugin.
- Added pie charts and line series to the new TensorBoard DLProf Plugin.
Known Issues

- XLA cluster mapping in the TensorBoard Graph plugin is not supported in the 20.02 Tensorflow container.
- This software is only accessible in the NGC TensorFlow container.
- This software is only supported by TensorFlow 1.15.

Resolved Issues

- Iteration reports are now properly sorted.
- `--force` will work correctly with auto generated graphdef files.
Chapter 17. Deep Learning Profiler
20.01 Release Notes

Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Driver Requirements
Release 20.01 is based on NVIDIA CUDA 10.2.89, which requires NVIDIA Driver release 440.30.01. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 396, 384.111+, 410, 418.xx, or 440.30. The CUDA driver's compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features
The key features of DLProf v0.8.0 / r20.01 are:

- Released in the TensorFlow 20.01 NGC container
- Latest DLProf build is based on TensorFlow 1.15.0, TensorBoard 1.15.0, and Nsight Systems 2019.6.1
- Support for Tensorflow 1.15 and TensorBoard 1.15
- New DLProf Plugin for TensorBoard.
  - Currently, there is a BETA release of the plugin, and it is previewed along with the original GPU Summary Panel
  - Updated Summary page with new key metrics, including TC Utilization and GPU Idle %
  - Inclusion of Expert Systems feedback in a panel on the Summary page
Known Issues

- XLA cluster mapping in the TensorBoard Graph plugin is not supported in 20.01 Tensorflow container
- This software is only accessible in the NGC TensorFlow container
- This software is only supported by TensorFlow 1.15
Chapter 18. Deep Learning Profiler
19.12 Release Notes

Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Driver Requirements
Release 19.12 is based on NVIDIA CUDA 10.2.89, which requires NVIDIA Driver release 440.30. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 396, 384.111+, 410 or 418.xx. The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features
The key features of DLProf v0.7.0 / r19.12:

‣ Released in the TensorFlow 19.12 NGC container
‣ Latest DLProf build is based on TensorFlow 1.15.0, TensorBoard 1.15.0, and Nsight Systems 2019.6.1
‣ Support for Tensorflow 1.15 and TensorBoard 1.15
‣ Initial Expert Systems utility. DLProf now has an alpha version of Expert Systems that will analyze the profile results and provide recommendations on how to improve the training performance and profiling experience.

Known Issues
‣ XLA cluster mapping in the TensorBoard Graph plugin is not supported in 19.12 Tensorflow container
‣ This software is only accessible in the NGC TensorFlow container
- This software is only supported by TensorFlow 1.15
Chapter 19. Deep Learning Profiler  
19.11 Release Notes

Description

Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Driver Requirements

Release 19.11 is based on NVIDIA CUDA 10.2.89, which requires NVIDIA Driver release 440.30. However, if you are running on Tesla (for example, T4 or any other Tesla board), you may use NVIDIA driver release 396, 384.111+, 410 or 418.xx. The CUDA driver’s compatibility package only supports particular drivers. For a complete list of supported drivers, see the CUDA Application Compatibility topic. For more information, see CUDA Compatibility and Upgrades.

New Features

The key features of DLProf v0.6.0 / r19.11:

- Released in the TensorFlow 19.11 NGC container
- Latest DLProf build is based on TensorFlow 1.15.0, TensorBoard 1.15.0, and Nsight Systems 2019.5.2
- Support for Tensorflow 1.15 and TensorBoard 1.15
- Updated time aggregation, improving reported time metrics

Known Issues

- XLA cluster mapping in the TensorBoard Graph plugin is not supported in 19.11 TensorFlow container
- This software is only accessible in the NGC TensorFlow container.
- This software is only supported by TensorFlow 1.15

Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

New Features
The key features of DLProf v0.5.0/r19.10:

- GraphDef file generation
  - The GraphDef file is now automatically generated whenever you invoke DLProf.
  - You can still specify a pre-generated GraphDef file.
- Full XLA Support
  - You can now profile XLA compiled models to get maximum performance and see the profile output.
  - Reports and graphs will partially map back to the original, pre-XLA, graph.
- Tensorboard Improvements:
  - The Graph panel displays the correlation of an XLA cluster map to the original TensorFlow graph.
  - Reports now include Tensor shapes, dimensions, and data types.

Known Issues

- This software is only accessible in the NGC TensorFlow container.
- This software is only supported by TensorFlow 1.14
Chapter 21. Deep Learning Profiler
19.09 Release Notes

Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Key Features
The key features of DLProf v0.4.0/r19.09:
- CLI improvements: Report generation has changed, output options have been improved to make it easier for users to generate detailed reports.
- Tensorboard Improvements:
  - Model summary tab now shows a kernel summary report that details GPU time summary for kernels in use.
  - Iterations summary tab now shows operation names correlated with the kernels used in detail.

Known Issues
- This software is only accessible in the NGC TensorFlow container.
Chapter 22. Deep Learning Profiler 19.08 Release Notes

Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Key Features
The key features of DLProf v0.4.0/r19.08:

- Enabling faster generation of Tensorboard event files: Size of the protobuf file used for data collection is smaller so that more profiling data points can be collected and loading Tensorboard event files is faster.
- Kernel report showing usage per kernel: DLProf has added a new report showing CUDA Kernel usage for the benefit of advanced researchers trying to understand which kernels were run when model was trained.

Known Issues
- This software is only accessible in the NGC TensorFlow container.
Chapter 23. Deep Learning Profiler
19.07 Release Notes

Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Key Features
The key features of DLProf v0.3.9/r19.07:

‣ Ability to aggregate data per iteration: User can specify the iteration range to aggregate timing metrics for all reports by specifying start and stop iterations.
‣ Tensor Core Report: DLProf can create a CSV report listing all unique Tensor Core kernels that were executed in the model, along with node and timing metric information.
‣ Support for Tensorboard 1.14: Visualization component is now based on Tensorboard 1.14.

Known Issues
‣ This is early version software. It is only accessible in the NGC TensorFlow container.

Resolved Issues
‣ Bug fixes in timing data in Tensorboard.
‣ Fix for models not showing Tensor Core usage.
Chapter 24. Deep Learning Profiler
19.06 Release Notes

Description
Deep Learning Profiler (DLProf) is a tool for profiling deep learning models to help data scientists understand and improve performance of their models visually via Tensorboard or by analyzing text reports. It also helps understand resource usage when models are trained.

Key Features
The key features of DLProf v0.3.7/r19.06:

- Easy Profiling: Just provide graphdef file and prefix training script with “dlprof” to automatically get Tensorboard event files with profile data.
- Visualization: Modified version of Tensorboard shows profiling data on a familiar interface.
- Reports: Several profiling reports can be generated to provide maximum value.

Known Issues

- This is a very early version software. It is only accessible in the NGC TensorFlow container. Currently we do not support profiling models with the XLA option. Some of the timing data in Tensorboard may not add up. The default key node of ‘global_step/ add’ assumed by DLProf may not exist in some models. If no iterations are being detected, users should try running the Deep Learning Profiler with a different key node --key_node={new_key_node}.

  Some models execute nodes in the final iterations that are not representative of a normal training iteration. These final iterations may not contain any GPU activity.

- DLProf and Nsight Systems in the container will not work with NVIDIA GPU Drivers newer than version 418.
Resolved Issues

There are no resolved issues in this release.
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