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Chapter 1. DLProf Viewer Overview

1.1. Overview

The DLProf Viewer makes it easy to visualize the performance of your models by showing Top
10 operations that took the most time, eligibility of Tensor Core operations and Tensor Core
usage, as well as interactive iteration reports.

1.2. What's New in 1.8.0

» Thisis the last release of DLProf Viewer.

» Compatible with DLProf CLIv1.8.0.

1.3. Features

This release includes these commands and features:

» Panelized Dashboard Summary View: A summary view comprising several panels that
provide a quick overview of the performance results.

» Top-level Key Metrics: The Summary view displays several key metrics that are used to
quickly gauge the quality of the performance, including Average lteration Time and Tensor
Core Utilization.

» Top 10 GPU Ops Node: A table in the Summary view lists the top 10 Op Nodes with the
most time spent on the GPU.

» Expert Systems Panel: This panel displays any issues detected by the DLProf Expert
Systems, along with suggestions on how to address the issues and improve the models
performance.

» lteration Summary Panel: This panel visually displays iterations. Users can quickly see
how many iterations are in the model, the iterations that were aggregated/profiled, and the
durations of tensor core kernels in each iteration.

» Interactive Tables: All tables in detailed views are completely interactive, allowing the use
to sort, filter, and paginate the display.
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DLProf Viewer Overview

» Interoperable Tables: Several views have the ability to drill down for more information.

Selecting a row in one table will populate the next table with performance information
pertaining to the selection.

» Client/server architecture:

» All of the data is now in a relational database.
» Load times have improved for all views.

» GPUs View: Displays GPU utilization and GPU properties of all GPUs used during profiling.
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Chapter 2.  Quick Start

2.1.  Installing Using Python Wheel

The DLPROF Viewer can be easily installed from the NVIDIA PY index.

Install nvidia-pyindex.
$ pip install nvidia-pyindex

Next install the DLProf Viewer using pip:

$ pip install nvidia-dlprofviewer

2.2. Using the NGC Docker Container

The following steps are required to use pre-built NGC containers:
» Ensure you have access and are logged into NGC. For step-by-step instructions, see the
NGC Getting Started Guide.

» Install Docker and nvidia-docker. For DGX users, see Preparing to use NVIDIA Containers.
For users other than DGX, see nvidia-docker installation documentation.

Use docker pull to get the TensorFlow container from NGC:
$ docker pull nvcr.io/nvidia/tensorflow:xx.yy>-tfl-py3

Assuming the training data for the model is available in /full/path/to/training/data, you can
launch the container with the following command:

$ docker run --rm --gpus=1 --shm-size=1g --ulimit memlock=-1 \
--ulimit stack=67108864 -it -p8000:8000 -v/full/path/to/training/data:/data \
nvcr.io/nvidia/tensorflow:<xx.yy>-tfl-py3

2.3. Generating DLProf Database

The DLProf database is created directly from the Deep Learning Profiler. See the Deep
Learning Profiler User Guide for information on how to generate the database.
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Quick Start

2.4.  Starting DLProf Viewer

The DLProf Viewer is installed in all containers that DLProf is installed in the NVIDIA GPU
Cloud [NGC]J. The container must be run with the -p8000:8000 option to open port 8000 for the
DLProf Viewer. Use any port such as 8001, 8002, etc.

Usage:
Usage: dlprofviewer [-h] [--version] [-b ADDRESS] [-p PORT] database
positional arguments:
database Specify path to DLProf database.
optional arguments:
-h, --help Show this help message and exit
--version Show program's version number and exit

-b ADDRESS, —--bind ADDRESS

Specify alternate bind address. Use '0.0.0.0' to serve to
the entire local network. [default: localhost]
-p PORT, --port PORT Specify alternate port. [default: 8000]

The DLProf Viewer server is launched directly from the container:
$ dlprofviewer dlprof dldb.sqglite

Where dlprof dldb.sqlite is the path to the DLProf database.

Note: Using this example limits the visibility of this viewer on the network to just ‘localhost’.
See the Bind section for information on how to increase the visibility of this DLProf database on
your network.

2.5. Bind

If you want anyone on your local network to be able to access your dlprofviewer server in their
browser, launch with -b 0.0.0.0:
$ dlprofviewer -b 0.0.0.0 dlprof dldb.sqglite

Once the serveris running, the DLProf app can be viewed in a browser using the URL:
http://<machine IP Address>:8000

2.6. Port

You can also specify a custom port with -p PORT, e.g. [port 8001):
$ dlprofviewer -b 0.0.0.0 -p 8001 dlprof dldb.sqglite

Then use your browser to go to this URL:
http://<machine IP Address>:8000
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Quick Start

2.7. How to Launch DLProf Viewer

The DLProf Viewer is installed in all containers that DLProf is installed in the NVIDIA GPU
Cloud [NGC]J. The container must be run with the -p8000:8000 option to open port 8000 for the
DLProf Viewer. Use any port such as 8001, 8002, etc.

Server Location Browser and Server on the Browser and Server on
same machine different machines
Server inside docker » Run docker with - » Run docker with -
p=<port>:<port>. p=<port>:<port>.
Substitute <port> for the Substitute <port> for the
port you want to use port you want to use
» Rundlprofviewer with -b | » Run dlprofviewer with -b
“hostname -i° 0.0.0.0
» Go to http:// » Go to http://<server
localhost:<port> in machine’s ip>:<port> in
browser browser
Server outside docker » No -b option needed when » Run dlprofviewer with -b
running dlprofviewer 0.0.0.0
» Go to http:// » Go to http://<server
localhost:<port> in machine’s ip>:<port> in
browser browser

2.8. Backwards Compatibility

Some older versions of the DLProf database can be used as input to the latest dlprofviewer:
» A DLProf database’s initial version is the version of DLProf used to create it.
» DLProf databases v1.3+ can be used as input to DLProf CLI v1.3+

» The DLProf database version should still be less than or equal to the dlprofviewer
version.

» DLProf databases v1.1 and v1.2 cannot be used as input to dlprofviewer v1.3+.

» When an older DLProf database is used as input, some minor changes will be made to it to
allow it to be used correctly with the latest dlprofviewer.

» Backwards compatibility gets “reset” each major release.

» dlprofviewer v2.x will not support DLProf databases v1.y.
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Chapter 3. DLProf Viewer

This section describes each of the available views in the DLProf Viewer.

3.1. Terms and Definitions

Term Definition

Aggregation The rollup of metrics, given an iteration start,
iteration stop, and key node.

Op Node A node in the graph where an operation is
performed on the incoming tensor.

Model, Graph, Network <synonyms>

3.2. Pane Overview

The DLProf Viewer user interface is divided into two panes:

Pane Definintion

Content Pane | Otherwise known as the VIEWS pane, this is where you will see all of the different
pieces of the profiled neural network.

Details Pane | This pane is to display additional details about the information selected in the content
pane. Let's say you're looking at the Kernel Summary panel in the content pane, and
you want to see more information about the kernels.

Click on the

A
o

button (tooltip = ‘'Show Kernel Details’). The detailed kernel information will appear in
the Details Pane. Click the X" button to remove the details pane.
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DLProf Viewer

3.3.  Navigation Bar

This standard navigation bar is a navigation header that is placed at the top of the viewer. It
contains a few buttons like most standard web sites. It does not scroll off the screen so these
buttons are always available.

NVIDIA DLProf Viewer Jiew | lierations = Aggregation S 211039~

n Note:

Some screen shots in this documentation might have a pulldown menu called Domain in the
Navigation Bar. This feature has been removed from the DLProf Viewer.

Ul Controls

Control Definition

NVIDIA DLProf This is the branding button. When clicked, the user is navigated to the

Viewer button Dashboard view.

View This dropdown provides a list of available views. Clicking on a name in the
dropdown loads that view in the main display panel. Available views are:
» Dashboard
» Op Type Summary
» Group Ops
» Opsand Kernels
» Kernels by lteration
» Kernels by Op
» lterations
» GPUs (when more than one GPU exists in profile run)

Aggregation This optional dropdown appears when a network has been re-aggregated (ie,

(optionall aggregated more than once).

An aggregation is a combination of iteration start, iteration stop, and key node.

The iter stop and iter stop values are listed in the dropdown as seen above.
To see the corresponding key node, click the dropdown and hover over each
aggregation in the list..

Aggregations can be created in the Iterations view. The workflow and user
interface controls are documented in the Iterations view section.

Help / Deep Learning | This link navigates users to the online version of the DLProf User Guide.
Profiler

Help / Viewer This link navigates users to the online version of this document
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DLProf Viewer

Help / Contact Us Let us know! If you have a comment, question, or suggestion, click this link. It
will launch your default email software with the TO address already filled in.
Just fill in the Subject line, type your email message, then click send.

3.4. Content Pane

3.4.1. Dashboard

The Dashboard view provides a high level summary of the performance results in a panelized
view. This view serves as a starting point in analyzing the results and provides several key
metrics.

Dashboard -
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Resource Usage Breakdown @ Total Kenel GPU Time (ms) @ Tensor Core Kemel Efficiency (%) @
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Yl closkenana), & L cru omer Outsde Aggregation Teserratses oy ComzDBackpropFiar B} v -
el el " tsseserzee ook 2 Ot 2 ComepRasgeopriter Py % v
wo e || 12 o e e e (e »
o - i . T = z 3
° ° fos wrosmease © @ )
0 e samisssorz » T v
o " T o Conpssozornier By v v
[rm——— Y arsesses ook 0 Obotienes 2 ConzpBacgeoprier = = &
arorsenen ook 0_bottenec T v —— E) v v
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== I
GPuCont 1 Problem w gk g your moce
GPuUNamets Tesia Vico-SX1z 1508 ai ot sl No XA s Ty ke s o Tensrcares o
oo = shied - sty per Such ransposas
.

4505100
TensarFiou 1155
s

821
2021.1.2.140085e38
12012100

15008

1500ev 12108

3.4.1.1. GPU Utilization Panel

The GPU Idle panel visually indicates the percentage of GPU utilization time during execution
of aggregated iterations. Hovering over a slice in the chart will show the numeric percentage.
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GPU Utilization (%) @

| ovma—me
v

DLProf Viewer

@ Using GPU
& e GPU
More...

Fields

Legend Label Definition

Using GPU The average GPU utilization percentage across all GPUs.
Idle GPU The average GPU idle percentage across of all GPUs.
Ul Controls

Control Definition

Legend Label

Toggle between hiding and showing legend entry in chart.

More...

Show drop-down menu of more views (only visible when more than
one GPU was used during profiling).

3.4.1.2.

The panel provides a breakdown of profile activity into resource categories.

Resource Usage Breakdown @

Memory

W0
CPU
Other

L N N RN N N

Dataloader

Uzing Tensor Cores
Mot Using Tensor Cores

Resource Usage Breakdown Panel

Fields

Legend Label

Definition

DLProf Viewer
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DLProf Viewer

Using Tensor Accumulated duration of all kernels using tensor cores.
Cores

Not Using Accumulated duration of all kernels not using tensor cores.
Tensor Cores

Memory Accumulated duration of all memory operations.
Dataloader Accumulated duration of dataloader operations.

1/0 Accumulated duration of I/0 operations.

CPU Accumulated duration of all CPU operations.

Other All time not in any other category.
Ul Controls

Control Definition

Legend | Toggle between hiding and showing legend entry in chart.
Label

3.4.1.3. Total Kernel GPU Time Panel

The panel provides key metrics about the kernels in the network aggregated over the specific
iteration range.

» Hovering over a slice in the chart will show the aggregated GPU time.

» Clicking a legend item will toggle its visualization in the chart.

Total Kernel GPU Time (ms) @

@® Using Tensor Cores
Memory Kernels
All Other Kernels

More...
Fields
Legend Label Definition
Using Tensor Aggregates the total GPU time for all kernels using Tensor Cores.

Cores

Memory Kernels  Aggregates the total GPU time for all memory-related kernels.

All Other Aggregates the total GPU time for all remaining kernel types.
Kernels

DLProf Viewer DU-09833-002 _v21.12 | 10



DLProf Viewer

Ul Controls

Control Definition

Show Kernel Details panel in Details Pane.

F
4

Legend | Toggle between hiding and showing legend entry in chart.
Label

More... Show drop-down menu of more views.

3.4.1.4. Tensor Core Kernel Efficiency Panel

» Hovering over a slice in the chart will show the percentage.

» Clicking a legend item will toggle its visualization in the chart.

Tensor Core Kemel Efficiency (%) @

@ Using Tensor Caores
Mot Using Tensor Cores

3.4.1.5. Performance Summary Panel

The Performance Summary panel provides top level key metrics about the performance data

aggregated over the specific iteration range. A helpful tooltip text will appear when hovering
over the ‘i" icon.
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DLProf Viewer

Performance Summary

Wall Clock Time (z) @ 11.0
Tensor Core Kemnel Efficiency (%) @ 816
GPU Utilization (%) € 932
Total Herations € 59
Profiled lterations € 44
Start Heration 15
Stop teration 58
Average lteration Time (ms) €@ 250
Field Definition

Wall Clock Time

This is the total run time for the aggregation range, and is defined as
the time between the start time of the first op in the starting iteration
on the CPU and the end time of the last op in the final iteration on
either the CPU or GPU, whichever timestamp is greatest.

Tensor Core Kernel
Efficiency %

This high level metric represents the utilization of Tensor Core
enabled kernels. Tensor Core operations can provide a performance
improvement and should be used when possible. This metric is
calculated by:

[Total GPU Time for Tensor Core kernels] / [Total GPU Time for Tensor

Core Eligible Ops]

A 100% Tensor Core Utilization means that all eligible Ops are running

only Tensor Core enabled kernels on the GPU. A 50% Tensor Core

Utilization can mean anything from all eligible Ops are running Tensor

Core kernels only half of the time to only half of all eligible Ops are

running Tensor Core kernels only. This metric should be used with the

Op Summary Panel to determine the quality of Tensor Core usage.

Higher is better.

GPU Utilization %

Average GPU utilization across all GPUs.
Higher is better.

Total lterations

The total number of iterations found in the network.

Profiled Iterations

The total number of iterations used to aggregate the performance
results. This number is calculated using ‘Start Iteration” and "Stop
[teration’.

Start Iteration

The starting iteration number used to generate performance results.

Stop Iteration

The ending iteration number used to generate performance results.

DLProf Viewer
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DLProf Viewer

Average lteration Time

The average iteration time is the total Wall Time divided by the number
of iterations.

3.4.1.6. Iteration Summary panel

This panel visually displays iterations. Users can quickly see how many iterations are in the
model, the iterations that were aggregated/profiled, and the durations of tensor core kernels
in each iteration. The colors on this panel match the colors on all the other dashboard panels.

Iteration Summary

=
=]

02

Curation ()

H\

0

I sing Tensor Cores [ Mot Using Tensor Cores Memory
Dataloader N VO I CFU B Other

W

VIHW Hu m M‘ I“ ‘ m MIHIIIII‘
\Hn || n T
PR AP FELs P
Iterations
Zoom: enabled (15.88x), tooltip: disabled
More._.

Qutside Aggregation

For more information on this panel, see Iterations View.

3.4.1.7. Top 10 GPU Ops Panel

Top 10 GPU Ops table shows the top 10 operations with the largest execution times on the
GPU. This table comes pre-sorted with the order of each row in descending GPU Time. The
table is not sortable or searchable.

DLProf Viewer
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DLProf Viewer

Top 10 GPU Ops

GPU Time TC Using
{ns) Op Name Op Type Calls Eligible 1c
1,012,324,152  resnet30/conv2diconv2d/Conv2D Conv2D 43 v L
281,797,266 StagingArea_get/_2611 _Recv 42 *® ®
114,106,749  gradients/resnet50/max_pooling2dMaxPocl_gradMaxPoolGrad MaxPoolGrad 43 ® 3
50,144 342 gradi 2d/conv2d/Conv2D_grad/Conv2DBackpropFilter Conv2DBackpropFilter 43 v '
78,191,909 gradi :_block_1_ :_2fconv2d/Conv2D_gradiConv2DBackproplnput ConvZDBackpropinput 43 v v
67.733,768 gradients/resnet50/biinck_block_1_0/botleneck_2/conv2d/Conv2D_grad/Conv2DBackpropFilter Conv2DBackpropFilter 43 L "
65,693,599 gradi usedB 3_grad/Fuseds adV3 c‘;sedBatCth“G”d 43 x x
54,548,599 _block_1_0/b _2iconv2d/Conv2D Conv2D 43 v x
gradi :_block_0_1 _3/B usedB r3_grad/FusedBatchMNor  FusedEatchNormGrad
63.351.214 mGradv3 va 43 x x
gradi . block_0_0/shor r2d/BatchM FusedB /3_grad/FusedBatchN FusedBatchMormGrad

63,216,717 ormGrady3 V3 43 x x

Column Definition

GPU Time | Shows total GPU time of all kernels across all GPUs.

Op Name | The name of the op.

Direction  The fprop/bprop direction of the op. (only visible on PyTorch runs).

Op Type The type of the op.

Calls The number of times the op was called.

TC Eligible = A true/false field indicating whether or not the op is eligible to use Tensor Core kernels.

Using TC | Atrue/false field indicating whether or not one of the kernels launched in this op is using

Tensor Cores.

3.4.1.8.

System Configuration Panel

DLProf Viewer
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DLProf Viewer

System Config

GPU Count
GPU Name{s)

CPU Model

EPU Drver Version
Framework

CUDA Wersion
cuDMM Version
MNSys \ersion
DLProf CLI Yersion

OLProf DB Version

DOLProf Viewer \Version

1
Tesla W100-5XM2-16GB

Intel{R) Xeon{R) CPU E5-2808
vd @ 2.20GHz

450.51.08
TensorFlow 1.15.5
11.3

821
2021.1.2.14-b5085=a8
1.2.0/21.08
1.5.0dev

1.5.0dev / 21.08

Field

Definition

Profile Name

(Optional) Helpful label to describe the profiled network. The value in this
field corresponds to the value supplied in the --profile_name command line
argument in DLProf.

GPU Count The number of GPU devices found on the computer during training.

GPU Namel(s) A'list of the GPU devices found on the computer during training.

CPU Model The model of the CPU on the computer during training.

GPU Driver Version | The version of the driver used for NVIDIA Graphics GPU.

Framework The framework used to generate profiling data (eg, TensorFlow, PyTorch).

CUDA Version

The version of the CUDA parallel computing platform.

cuDNN Version

The version of CUDA Deep Neural Network used during training.

NSys Version

The version of Nsight Systems used during training.

DLProf Version

The version of the Deep Learning Profiler used to generate the data visualized in
the DLProf Viewer.

DLProf DB Version

The version of the DLProf database.

DLProf Viewer
Version

The version of the DLProf Viewer.

3.4.1.9.

Expert Systems panel

The Expert Systems panel displays common issues detected in the profiled network and
provides potential solutions and suggestions to address the issues. The panel will only show
Issues that have been detected by DLProf. For a full list of potential issues that DLProf looks
for, see the Expert Systems section in the Deep Learning Profiler User Guide.

DLProf Viewer
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DLProf Viewer

Clicking on the double-green arrows shows additional information about the detected
problem.

Expert Systems

Problem Recommendation
XLA is not enabled: No XLA ops defected Try enabling XLA. See hitpsi/iwenwv.tensorflow.org/xlai#enable_xla_
for_tensorflow_models for information on how to enable XLA.
» 15 ops were eligible to use tensor cores but Try enabling AMP {Automatic Mixed Precision). For more
nene are using FP16 information: hitps:(fdeveloper nvidia.com/automatic-mixed-precisio
n
The GPU is underutilized: Only 6.0% of the CPU has the highest (non-GPU) usage at 93 7% Consider

profiled fime is spent on GPU kemel operatiens swapping ops that are running on the CPU for equivalent GPU ops

Column Definition
Problem The description of the scenario that DLProf detected when profiling the network.
>> (Optional) When present, clicking on the double arrows will display a new view

displaying the problem in detail.

Recommendatiom recommendation or actionable feedback, a tangible suggestion that the user can

do to improve the network. Clicking on a hyperlink inside the recommendation will
open a new tab in the browser.

3.4.1.10. Guidance Panel

This panel provides static guidance to the user to help the user learn more about Tensor
Cores, Mixed Precision training. The panel has hyperlinks for further reading. Clicking on a
hyperlink inside the Guidance Panel will open a new tab in the browser.

DLProf Viewer DU-09833-002 _v21.12 | 16
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Guidance

Understanding GPU utilization and timing detailz of the operations is the first step in profiing your model,

= To learn more about Tensor cores and Mixed Precision training, visit this site;https.ideveloper.nvidia.com
ftensor_cores

« “fou will find resources on how to train networks with mixed precizion and make full uze of Tensor cores
for Tensorflow models here: hitps://docs.nvidia. com'deeplearning'sdk/mixed-precision-training
findex. htmkEraining_tensorflow

« Note that if there are multiple kernels being obzerved on single op node, these are likely performing data
transposes to prepare the data for efficient use by tensorcores. Such tranzposes themselves would not
use tenzor cores.

3.4.2. Op Type Summary

This table aggregates metrics over all op types and enables users to see the performance of
all the ops in terms of its types, such as Convolutions, Matrix Multiplications, etc.

See this description for all the features available in all DataTables.

Op Type Summary -

Op Type Summary

S i — e —
€PU Time (ns) GPU Time (ns) CPU Overhead Time (ns) GPU Idle Time (ns)
0p Type £0ps &Calls
Total Avg Min Max Total ¥ Avg Min Max Total Avg Min Max Total Avg Min Max

‘Conv2DBsckpropFilter 5 2660 | 147951680580 | 5582082¢ | 4267% | 6301300485 148422005310  SO00B8S0 | 263014 | 6203540218 | 225030106 5530 | 26012 | 20204514 | 225034828 | 85145 03 8031475
‘Canv2DBackpropinput 52 2600 17500477800 8720083 21336 47800917 18272715768 7.027.007  2oe4dc 432022002 40408008 133208 23062 13500830 33000131 120,280 [ 18,425,700
ConvaD & 2860 | 14851112300 | 5604103 | 34TE1 | 1265120043 14031008963 | BB34ITT | 271100 | 434024044 | TESSTEII0 | 280312 | 26808 | NIAEEIEE | 137T7ZOET | 51783 o | 1043008003
FusecBaichNomGrady3 @ 2880 040,800,220 w8021 47010 6275480 1710.420.385 eazzat 76,351 2484504 757401 30817 23008 5060178 19350005 61 383 5362405
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Op Type Data Table

Column name Description

Op Type The operation type.

No. Ops The number of ops that have the Op Type
above.

No. Calls Number of instances that the operation was
called / executed.
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Column name

Total CPU Time (ns)

Avg. CPU Time (ns)

Min CPU Time (ns)

Max CPU Time (ns)

Total GPU Time (ns)

Avg. GPU Time (ns]

Min GPU Time (ns]

Max GPU Time [ns)

Total CPU Overhead Time [ns)
Avg. CPU Overhead Time (ns)
Min CPU Overhead Time (ns]

Max CPU Qverhead Time [ns])
Total GPU Idle Time [ns)

Avg. GPU Idle Time (ns)

Min GPU Idle Time (ns)

Max GPU Idle Time (ns)

3.4.3. Group Ops

DLProf Viewer

Description

The total CPU time of all instances of this op
type.

The average CPU time of all instances of this
op type.

The minimum CPU time found amongst all
instances of this op type.

The maximum CPU time found amongst all
instances of this op type.

The total GPU time of all instances of this op
type.

The average GPU time of all instances of this
op type.

The minimum GPU time found amongst all
instances of this op type.

The maximum GPU time found amongst all
instances of this op type.

The total CPU overhead of all instances of
this op type.

The average CPU overhead of all instances of
this op type.

The minimum CPU overhead found amongst
all instances of this op type.

The maximum CPU overhead found amongst
all instances of this op type.

The total GPU idle time of all instances of this
op type.

The average GPU idle time of all instances of
this op type.

The minimum GPU idle time found amongst
all instances of this op type.

The maximum GPU idle time found amongst
all instances of this op type.

This view displays all operations in a hierarchical view. This new view is based on the ‘group
node report” provided by the DLProf CLI. Whereas the textual report provided by the CLI
is a CSV file, this view is interactive by supporting filtering, sorting, and pagination. This

DLProf Viewer
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information is interactive, it provides a powerful mechanism to quickly find ops and groups

that consume too much duration.

See this description for all the features available in all DataTables.

Group Ops ~ 2Mt039~

Group Ops View

Group Ops

OpIDSelected:  CONV2D_16_BPROP

op 1_loopirain_

Expandall | Collapse all

Show entries

_call_i

_cal_i

_call i _call_i :_con_{

Group or Op Name Level lum Calls Aggregated Num TC Eligible Ops ,, Num Ops Using TC CPU Time (ns) GPU Time (ns) CPU Overhead Time (ns) GPU Idle Time (ns)
v Group train_loop/ 4 22,508 108 107 3,418,467 083 1,896.153.493 3.025176.147 327,056,480
v Group ResMet:_call_impl/ 9 8379 108 107 1,.989.249.238 1,722,984 696 1.769,052.470 182,629,396
Ad Group Sequential:_call_impl/ n 3,056 104 104 1921371831 1,575.225 467 1.708,905.923 175,584,158
v Group Bottieneck-:_call_impl/ 13 8,056 104 104 1921371831 1,575.225467 1,708,905.923 175,584,158

Showing 1 to 25 of 3,096 entries

Previous 2 3 4 5 124 Next

The intersection of box black highlighting boxes above depicts the first eight of 32 ops in the
level 17 group called ‘Conv2d::_conv_forward'. The values in the upper levels of the network
graph are the sums of all the ops in the lower levels.

Definitions

Column

Definition

Group

An entity in the tree that represents a
collection of ops.

Op

A normal operation in the network graph.

Level

Represents the depth of the group or op.
Level one is the root. The higher the level
value the deeper/lower the group or op is in
the network graph.

Dgpict whether Group Op is Expanded or
Collapsed. The indentation of the arrows
depicts the level (or depth) of the group.

Note: There is a bug in the 3rd party
treetable control whereby a group level 7
or higher appears in column one.

DLProf Viewer
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Column Definition
Group or Op One of two values: Group or Op.
Name The name of the selected row. A group has an
appending slash.
The indentation depicts the level (or depth) of
the name in the network graph.
Level Represents the depth of the group or op.
All other columns » If an op, the values represent counts and
durations for that individual op
» If agroup, the values represent a
summation of all the encapsulated ops
Ul Controls
Control | Definition
Expand Expand or collapse all Groups.
Al Expand All will show those Groups and Ops at level one.
Collapse :
All Collapse All will show all Groups and Ops.

Selection Panel

Selection

Definition

Group

Group Name Selected: /Thread:._bootstrap/Thread:._bootstrap_inner/Thread::run/_pin_memory_loop/

Show entries

Group or Op Name Level Num

v Group ! 1

» Group module/ 2

Group Thread::_bootstrap/ 2

b4 Group Thread::_bootstrap_inner/ 3

Thread:run/ 4

5

[

v Group Queue::get’ [

v Group pin_memary! [

- Op unassociated_amp_update_scale_cuda_kernel 1
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Op Name | (Not pictured: same as ‘Group’ above except the label is ‘Op Name Selected’)
and Op ID
match

Op Name
and Op Group Ops
ID do not
match

Op ID Selected:  SET_NUM_THREADS_1

Op Mame Selected: /Thread:;_bootstrap/Thread::_bootstrap_innerThread:-run/_pin_meamaory_leop/set_num_threads

Show |50 ~|entries

Group or Op Name

A Group i
v Group miodule/
v Group Thread::_bootstrap/
v Group Thread::_booistrap_inner/
h 4 Group Thread:-run/

A J Group pin_memory/

3.4.4. Ops and Kernels

This view enables users to view, search, sort all ops and their corresponding kernels in the
entire network.
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Ops and Kemels -

Ops and Kernel Summaries
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3.4.4.1

Ops Data Table

When a row is selected in the Ops table, a summary of each kernel for that op is displayed in

the bottom table

See this description for all the features available in all DataTables

Entry

Description

GPU Time (ns)

Cumulative time executing all GPU kernels
launched for the op.

CPU Time (ns)

Cumulative time executing all op instances on
the CPU.

Op Name

The name of the op.

DLProf Viewer
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Entry

Direction
Op Type

Calls
TC Eligible

Using TC

Kernel Calls
Data Type

Stack Trace

3.4.4.2.

DLProf Viewer

Description

The fprop/bprop direction of the op. (only
visible on PyTorch runs).

The operation of the op.
The number of times the op was called.

A true/false field indicating whether or not
the op is eligible to use Tensor Core kernels.
To filter, type 1" for true, and ‘0" for false.

A true/false field indicating whether or not
one of the kernels launched in this op is using
Tensor Cores. To filter, type "1" for true, and
‘0 for false.

The number of kernels launched in the op.

The data type of this op (eg, float16, inté4,
int32)

The stack trace of the op. (only visible on
PyTorch runs).

If the contents of this cell is more than 100
characters, a ‘See More’ hyperlink appears.
When clicked, the full contents of the cell
appears. When the cell is expanded, the
hyperlink text is changed to ‘See Less’. When
clicked, the cell collapses back to the first
100 characters.

Kernel Summaries Data Table

See this description for all the features available in all DataTables.

Kernels Summary table

Entry
Kernel name

Using TC

Calls

GPU Time (ns)

DLProf Viewer

Description
The full name of the kernel.

A true/false field indicating whether or not
the kernel is actually using a Tensor Core. To
filter, type "1" for true, and ‘0" for false.

The number of times this kernel was
launched.

The aggregate duration of each time the
kernel was launched.
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Entry

Description

Avg (ns]

The average duration of each time this kernel
was launched.

Min (ns)

The minimum duration of all kernel launches.

Max (ns)

The maximum duration of all kernel
launches.

3.4.5.

Kernels by lteration

The Kernels by Iterations view shows operations and their execution time for every iteration. At
a glance, you can compare iterations with respect to time as well as Kernels executed.

Kemels by Heration ~

Kermnels By lterations

# lteration Summary
© Click an iteration 10 see its data
Ieration * Timestamg (ns) Duration (min) Totsl Kernsle TC Kemels Total GPU Time jmin) Total TC GPU Tims (min)
[search Timestan] | [SearchDwrsh| | [SearchTotml¥| | [SearchTCH
1 0,383,364 223 a0 108 o 887es 0.2 o oo
T 17,265,463.57 1443 605 it 1413 — S oot nses
I ) ) Y ) N Y
n 153,820,857.310 2705 253 = 0707 — 505 Bocs rzs
1z 196,110,947 151 ngat 2451 003 E—— 241 % ooz m sET
1 187,30, 20 231 ame 1es 145 0007 m— 2 553 0007 m— Araew
" 198,327 5 56T aoaz 178 4 0007 e— 0001 m— ETRe N
15 198,636,205 420 2006 i s 0005 EE—00.732% oo m— R
1 158,774,943.257 o0z 1res 1 0007 e— 75z o001 m— anse
1 195,855,388, 57T 2006 17 43 0000 — 154 00z m— 20084 %
Showrg 1 12 10 ot 61 snkries Eravious \:l 2 s

Here are the kernels for iteration 10
Device Usss
Op Hams Kemal Nama D Kernal Timastamp (ns) GPUTIm (ng) | T = Biock
Saarch Op Name ]  [serchremeiname | Searc] [Seercn Kermei Tinestemp] | [Search GPUTIme (na)__| [searen &na | | [seercn Biook
aeadienturaaratSbling_Hlock_1_Dishericuticom Zeiean 4iEor 2D pmeConiDBeckBnFiter | warace_grouped_desct kel o 128783258720 eareanros * B384 1.1 125691
block_2_ Oiboftanach 2_grasiCory 208 wara2a grewosd_deset oeenal o 14,554 07 £ SAS0E.E02 * Az 1.1) 12511
T — 2 Oishoritien 2N A Cn 30 gmOiConEDBakpRite: | waracae groused dract temal o 10238721430 mn 538 ce5 x e85, 1.1 25, 1.0
w inch_black_1_Dibolnsch_2i ) graci iiar waractd grouped diac darnal o e AT A0 LEAIELTIE * maaz 1) 125611
raierturaanatSblings_biock_0_2boinech_2icany 2 any2_oradiCar 20BackarspFits waracza_grouced_ dvact_kernal o 10552777 414 3362132546 * {4608.1.1) 125611
radentusraISUhinek_Hoc_0_Iolerack D_gradiCani08sckprooFitee  wirac2d_groused diact teenal o 144 328 172508 SRR x ez 1.1) 251,11
radnturuanatSbine Hock 0 Obotfenack 2D gasiComoBackareoFite: | wara2a groused dvact kermal o 142 062 438,020 EERT S * 4508, 1,1] 1256911
 thack_3_Dibattsnech 2l 2_grasiCory 208 wara2a grewosd_deset oeenal o 552506030 207,148,754 * (912 1. 1) 12511
T —— 1_Sbattnsck_2anadCana_raniCom 208 kpropS T sz groee dract eenal o 120282 152847 201 ez 3se x thazz 1.1 25, 1.1
a Siack 1 {attisok aran warasid greuped deact dernel o ET S 2,805,368.675 * {nsz 1) 125,11}
— 53 an - EI 2 Maxt

3.4.5.1.

lteration Summary Data Table

To see the kernels for a specific iteration, click a row in the top table. The ‘Kernels in Selected
Iteration” table will be filled with the kernels from the selection iteration.

DLProf Viewer
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See this description for all the features available in all DataTables.

Column
lteration
Timestamp

Duration
Total Kernels

TC Kernels

Average GPU Time [ps])

Average TC GPU Time (ys]

DLProf Viewer

Description
The iteration interval numbers.
The exact time when this iteration started.

The length of time it took for this iteration to
execute. Units on this column are dynamic.

The number of GPU kernels called during this
iteration.

The number of GPU Tensor Core kernels
called during the iteration.

Average execution time for all kernels across
all GPUs during the iteration. The contents of
this cell are broken into multiple pieces:

1. The value is the average execution time of
this iteration across all GPUs.

2. The progress meter visually indicates how
much of this iteration executed on the
GPU.

3. The percentage is the average GPU time
of all kernels across all GPUs over the
total iteration time.

4. Hovering over this cell displays a tooltip
text with helpful information.

Units on this column are dynamic.

Average execution time for all Tensor Core
kernels across all GPUs during the iteration.
The contents of this cell are broken into
multiple pieces:

1. The value is the average execution time of
Tensor Core kernels during this iteration
across all GPUs.

2. The progress meter visually indicates how
much of this iteration executed Tensor
Core kernels.

3. The percentage is the average GPU time
of kernels using Tensor Core across all
GPUs over the total iteration time.

4. Hovering over this cell displays a tooltip
text with helpful information.

Units on this column are dynamic.
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3.4.5.2. Kernels in Selected lteration

See this description for all the features available in all DataTables.

Column

Op Name
Kernel Name
Device ID

Kernel Timestamp [ns)

GPU Time (ns]

Users TC

Grid
Block

3.4.6. Kernels by Op

Description

The name of the op that launched the kernel.
The name of the kernel.

the device ID of the kernel.

The timestamp for when the CUDA API call
was made for this kernel in the CPU thread.
Useful to see the order in which the kernels
were called.

The time spent executing the kernel on the
GPU.

A true/false field indicating whether or not
the kernel uses Tensor Cores. To filter, type
1" for true, and ‘0" for false.

The grid size of the kernel.

The block size of the kernel.

The Kernels by Op view is a variation of the Kernels by Iterations view. It has the capability to

filter the list of kernels by iterations and op.

See this description for all the features available in all DataTables.
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Kemels by Op -

Kernels By Op

€ Click an iteration 1o s2e its datz
Iteration * Timeetamp {nz) Duratlon {min) Total Karnela TC Kamels Total GPU Tims (min} Total TC GPU Tima (min)
[s8arch ] [ssarch Timastan] [search Duran] [ ssarch Totai ] [ssarcn Tk
1 9,983,364 BE3 0.008 108 a 3.BRTa-5 D432 % a 0.00C %
T 17 285,463 576 1,140 £.061 455 14— ES01 % ooer 0585 S
10 BT.E09.311,802 1.104 5.753 442 1000 —005EL T ooeT 0EC4 S
n 153,820,957 310 o.ros 4263 a1 0702 19608 % 0005 0724 %
1z 196,110,947 191 0031 2851 17z 0031 25461 % ooz m GEIT W
12 157 595,206 551 1,008 1783 143 DOOE 5553 % ooz m— 7338 %
14 158,327, 546, 567 a.002 1.783 143 D007 e— BESEI N 0001 e— g4z
15 198,436,205 420 0006 1.783 149 005 BOTIZ W Oo0E I 30.020 %
16 198,771,842,257 n.002 1.783 143 0007 I TEII9H 0.001 E— INEETE
T 1225, 856,380 E7T 0,005 1.783 145 0005 14574 0007 m— an0mdw
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opID Op Nama Op Type Total Kernals TC Kamels Tofsl GPU Time (ne) TC GPUTIme [na} Data Type
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Showing 012 0 of 0 entries Frasious Mot
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Davice Ussa
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3.4.6.1. Iteration Summary Data Table

Selecting an iteration in the Iteration Summary table will populate the Ops in Selected

Iteration table with all the profile data for the ops from the selected iteration. Selecting an op
in the Ops in Selected Iteration table will populate the Kernels in Selected Op table with the list
of kernels and timing data executed for the selected Op and Iteration.

See this description for all the features available in all DataTables.
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Column
lteration
Timestamp

Duration
Total Kernels
TC Kernels

Total GPU Time (us)

Total TC GPU Time (ps)

DLProf Viewer

DLProf Viewer

Description
The iteration interval numbers
The exact time when this iteration started.

The length of time it took for this iteration to
execute. Units on this column are dynamic.

The number of GPU kernels called during this
iteration.

The number of GPU Tensor Core kernels
called during the iteration.

Total execution time for all kernels across
all GPUs during the iteration. The contents of
this cell are broken into multiple pieces:

1. The value is the average execution time of
this iteration across all GPUs.

2. The progress meter visually indicates how
much of this iteration executed on the
GPU.

3. The percentage is the average GPU time
of all kernels across all GPUs over the
total iteration time.

4. Hovering over this cell displays a tooltip
text with helpful information.

Units on this column are dynamic.

Total execution time for all Tensor Core
kernels across all GPUs during the iteration.
The contents of this cell are broken into
multiple pieces:

1. The value is the average execution time of
Tensor Core kernels during this iteration
across all GPUs.

2. The progress meter visually indicates how
much of this iteration executed Tensor
Core kernels.

3. The percentage is the average GPU time
of kernels using Tensor Core across all
GPUs over the total iteration time.

4. Hovering over this cell displays a tooltip
text with helpful information.

Units on this column are dynamic.
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3.4.6.2. Opsin Selected lteration Table

Ops in Selected Iteration

See this description for all the features available in all DataTables.

Column
Op Name

Direction

Op Type

Total Kernels

TC Kernels

Total GPU Time (ns)

TC GPU Time (ns)

Data Type

Stack Trace

Description

The name of the op that launched the kernel.

The fprop/bprop direction of the op. (only
visible on PyTorch runs).

The type of the op.

The number of GPU kernels called during this
iteration.

The number of GPU Tensor Core kernels
called during the iteration.

Cumulative execution time for all kernels on
the GPU during the op.

Cumulative execution time for all Tensor Core
kernels on the GPU during the op.

The data type of this op (eg, float16, inté4,
int32).

The stack trace of the op. (only visible on
PyTorch runs])

If the contents of this cell is more than 100
characters, a ‘See More’ hyperlink appears.
When clicked, the full contents of the cell
appears. When the cell is expanded, the
hyperlink text is changed to ‘See Less’. When
clicked, the cell collapses back to the first
100 characters.

3.4.6.3. Kernels Selected Iteration / Op Combination Table

Kernels in Selected Iteration / Op combination

See this description for all the features available in all DataTables.

Column
Kernel Name

Device ID

DLProf Viewer

Description

The name of the kernel.

The device ID of the kernel.
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Column

Description

Kernel Timestamp (ns) The timestamp for when the CUDA API call

was made for this kernel in the CPU thread.
Useful to see the order in which the kernels
were called.

GPU Time (ns]

The time spent executing the kernel on the
GPU.

Uses TC A true/false field indicating whether or not
the kernel uses Tensor Cores. To filter, type
1" for true, and ‘0" for false.

Grid The grid size of the kernel.

Block The block size of the kernel.

3.4.7. It

erations view

This view displays iterations visually. Users can quickly see how many iterations are in the
model, the iterations that were aggregated/profiled, and the accumulated durations of tensor
core kernels in each iteration.

Durations Across lterations

All lterations Profiled lierations

Duration {ms)

Se\at‘.tllerstarl| a2 ‘Se\at‘.{llerSlup| E I

Reaggregate
Select Key Node [imodule/mainficsin_looptrain_step/bact] [ =]

M Using Tensor Cores Not Using Tensor Cores Memory Dataloader 0 N CPU Other Outside Aggregation | New Profile Boundary

50
300
250

00

PI PRI LTINS SIS IIEP

Iterations

%
%
)
P
iqv
},@

o
G ELEELE L

Zoom: enabled (1x), tooltip: enabled

To reaggregate network, change values and click bution Total = 201 I Profited = 19 J start=21J Stop =39 }

o
By
%

%%

)

%

Fields

Field Definition

X-Axis The iterations of the model.

Y-Axis Duration of iterations. The unit of this axis is dynamic [e.g., ms, ns, s, etc).
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Zoom and

DLProf Viewer

Near the bottom/center, this label displays the current zoom factor, and the toggle

Tooltip Label state of the tooltip window.

Badges

Legend

Ul Controls

Control

Toggle
Buttons

Chart
Controls

Hover

Chart
Mouse
Wheel

Chart pan

Select
[ter Start

In the top right, four badges display iteration specifics of the profiled network.

» Total
» Profiled
»  Start
»  Stop

The values inside the start and stop badges come directly from DLProf: see the --
iter_start and --iter_stop command line options.

» Dark Green: Accumulated duration of all kernels using tensor cores

» Light Green: Accumulated duration of all kernels not using tensor cores
» Blue: Accumulated duration of all memory operations

» Dark Orange: Accumulated duration of all CPU operations

» Orange: Accumulated duration of all I/O operations.

» Light Orange: Accumulated duration of all dataloder operations.

» Pink: All time not in any other category.

» Gray: Duration of iteration outside the profile.

» Black: User-positioned aggregation boundary. See ‘Select Iter Start” and ‘Select
Iter Stop” below.

Definition

All Iterations: Show all the iterations in the entire network

v

» Profiled Iterations: Zooms in to only show the iterations that were profiled

Reset Zoom: Resets zoom back to 1.0x

v

» Toggle Tooltip: Shows/hides the tooltip window when hovering over bars on the bar
chart.

When mouse hovers over an iteration, a popup window appears displaying the values of all
the constituents of the iteration.

» Mouse wheel up: Zoom in

» Mouse wheel down: Zoom out

Click and drag the chart to move it up or down.

Specification of a new “iteration start” value. Used for re-aggregating the data inside the
viewer. The value can be changed by typing into the field, by clicking the up/down arrow
spinners, or by hovering the cursor over the field and spinning the mouse wheel. When this
value changes, the left black bar will move accordingly.
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Select Specification of a new “iteration stop” value. Used for re-aggregating the data inside the

lter Stop | viewer. The value can be changed by typing into the field, by clicking the up/down arrow
spinners, or by hovering the cursor over the field and spinning the mouse wheel. When this
value changes, the right black bar will move accordingly.

Select

1. The existing key node value is displayed in a read-only field.
Key Node

2. Sometimes key nodes can be very long. If a long key node is selected, the first few
characters of the key node will appear in the field. The entire length of the key node
field will appear when the cursor hovers over the field.

3. Click the Key Node Picker button to view and pick a new key node. See the dialog
below.

Reaggregaténstructs the DLProf back-end server to reaggregate the network with the specified
parameters.

Workflow

Sometimes the original aggregation parameters on the DLProf command-Lline specified

an iteration start value, an iteration stop value, or even key node that yielded a suboptimal
representation of the network’s profile (such as including warm-up nodes). This feature allows
the user to change those values and re-aggregate.

Here is an example:
1. Notice in the lterations View screenshot above:

a). Iteration eight contains no work, and

b). Iteration nine through fifteen (among others) contain way too much work. The
aggregation values throughout the viewer contain those ops and kernels and
potentially skews the results.

2. You can change the iteration start and iteration stop values in a number of ways: typing

and clicking the up and down spinners. The best way is to hover over the field and spin the
mouse wheel.

3. Some platforms do not have a default key node for a neural network. Sometimes the

predefined key node is suboptimal. By clicking on the ‘Select Key Node' picker, a key node
can be selected.

This is a full-featured panel that allows for filtering, sorting, and pagination to find a Key
Node. See the view called Ops and Kernels for more details.

D Note: There are fewer columns here than in the view, but the usability is the same.
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Select a Key Node

opip Op Name 4 OpType Calls TC Eligible Using TC Kernel Calls

[searchOpNai| | [searcnOpType] | [searchcalls | | [0or1 R | | [searcn kemel |

ADDN_1 AddN AddN 2,408

ASSIGN_66
i = Assign Assign

ASSIGN_81
5 - Assign_1 Assign

:SS'GN*“ Assign_10 Assign

QSS'GN*SQ assign_100 Assign

ASSIGN_74
2

Assign_101 Assign

QSSIGN'E Assign_102 Assign

ASSIGN_53
£ = Assign_103 Assign

ASSIGN_65

g Assign_104 Assign x x

ASSIGN_74
3

Showing 1 to 10 of 8,932 enries Previous 23 4 5

Assign_105 Assign x x

OK Cancel

4. Once any of these three fields change, click the Reaggregate button. A confirmation dialog
Is

Reaggregate

Would you like to reaggregate your network from iteration 30 to 907

Cancel m

displayed:
0. After confirmation, a message is sent to the back-end DLProf server to
reaggregate the profile with these values. This reaggregation process
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could potentially take minutes, so the following panel appears above all

Terations ~ default-domain ~

Underway! Your network is now being reaggregated. This may take several minutes

lterations

Durations Across lterations

PYI=CV Sl Profiled Iterations D D €D €D
M Using Tensor Cores Not Using Tensor Cores Memory cPU Other Outside Aggregation NN New Profils Boundary
11.05

10

panels:

The viewer is fully functional while the re-aggregation is taking place. The "Underway!”
panel will remain in view above all other views and panels until reaggregation is complete.

Note: Do not click the browser's BACK or REFRESH button. If either are accidentally, the
“Underway!” panel will no longer appear. The re-aggregation will continue regardless.

6. When the reaggregation is complete, a "Success!” panel will appear like

lierations ~ default-domain ~

Success! Your network has been reaggregated. Click REFRESH on your browser to see new data.

lterations

Durations Across lterations

All Iterations Profiled lterations To reaggregate network, change values and click button \ CED CCIED €30 €D

Select lter Start

%0 |
Reaggregate
Select Key Node [gradientsidense_2/MalMul_grad/Mallu E

I Using Tensor Cores Not Using Tensor Cores Memory cPU Other Outside Aggregation [ New Profile Boundary

30

Select Iter Stop

thIS @ 6
7. At this point, clicking the REFRESH button will load all the newly
reaggregated data into the viewer. If it's not already there, the
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dropdown called Aggregation is displayed in the Navigation

lterations ~ 301090~ defaufi-domain ~

10to0 20
301090

lterations

Durations Across Ilterations

All lterations Profiled Iterations

To reaggregate network, change values and click button Total = 101 ] Profiled =61 J Start=30 ] Stop =90

SelectMer Start| |30 |5 | SelectherStop |80 |2
Reaggregate
Select Key i . 2/MatMul, E

M Using Tensor Gores Not Using Tensor Gores Memary cPU Other Outside Aggregation | New Profils Boundary

)

Bar:

3.4.8. GPUs View

This view shows the utilization of all GPUs during the profile run. It is broken down into two
different but related elements:

» Bar Chart - Quick visualization where you can see the GPU utilization for every GPU used
during the profile. This view appears only when more than one GPU is used in a profile.

» Table - This table shows a little more detail about each GPU device, including its name,
Compute Capability, and SM count.

GPUs =
#° GPU Utilizations Across All Devices
Device GPU MName GPU Compute SM
1D Ufilizafion Capability Count
100
a0 0 TeslaV100-SXM2-16GB  94.69 % 7.0 30
20 1 Tesla V100-SXM2-16GE 9652 % 7.0 30
70 2 TeslaV100-SXM2-16GB 9653 % 70 30
£ 60 3 Tesla V100-5XM2-16GB  94.95 % 7.0 80
c
S
5 % 4 TeslaV100-SXM2-16GB  97.70 % 7.0 30
N
= 40
5 5 Tesla V100-5XM2-16GE  96.85 % 7.0 30
30
- 6 TeslaV100-SXM2-16GB  96.71% 7.0 20
10 7 Tesla V100-SKM2-16GB  96.54 % 7.0 80
i} || | =
0 1 2 3 4 5 6 7
GPU Device ID

3.4.9. Details Pane

This pane shows more details about a particular area of the system.
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3.4.9.1. Kernel Details Panel

This panel provides key metrics about the kernels in the network aggregated over the specific
iteration range.

Kemel Details

Total GPU Total
Time {ms) Count

All Kemels 6,318 66
Kernels 1,642 16
Using TC

IMemory T 5
Kernels

All Other 4358 45
Kernels

TC stands for "Tensor Cores”
GPU Time is the cumulative time
executing GPU kernels

Fields
Field Definition
All Kernels Aggregates the total GPU time and count for all kernels in the network.

Kernels Using | Aggregates the total GPU time and count for all kernels using Tensor Cores.
TC

Memory Aggregates the total GPU time and count for all memory kernels.
Kernels
All Other Aggregates the total GPU time and count for all remaining kernel types.
Kernels
Ul Controls

Control Definition
X Closes the Details Pane.

3.9. Using Data Tables

DataTables are used in many views in the DLProf Viewer. The features in DataTables enable
users to quickly find information. Below is a screenshot to see the location of the features,
followed by a table describing the functionality of each feature.
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@ Click an op to see its kernels below
GPU Time (ns) CPU Time (ns) Op Name Op Type. Calls. TC Eligible. Using TC Kemel Calls Data Type Input Shapes
Search GPUTime] | [Search CPU Time] | [Search p Rame |+ | [searchoptype |+ | [Searcncais ]+ [oort ]+ [oort || [SeachKemeiCa]: [SearchDataType]: [search iput Shapes ] I
4,078,146 40.218,267 convadkemel o ‘ApplyMomentum 61 * 122 float32 1024, 2048>, resnetS0/tinck_b
e ———
e ——
- —
Shouing 110 10 01 5 507 entres | Prevous 2 3 4 s ss1 Nex\l

Data Table Feature

Definition

Showing label

The label under the table (bottom left) will show a real-time count of rows in the
table.

Search text box

Filter results by text search. Typing in this field will display only those rows that
contain the text in the box. Adding or removing text in the Search box will update
the “Showing...” label.

Column search

Typing into the text box under most column headers will display only those rows
with the entered text. This is powerful since users can enter search criteria for
multiple columns to zero-in on interesting rows. Columns with 'x" and ‘check
mark’ are boolean fields. Users can enter "1" to show those rows with a ‘check
mark’, and ‘0" to show only those rows with 'x’.

Sort toggle button

Clicking on a column header will sort the table. When clicked, all rows are
sorted either ascending or descending. The initial sort on most numeral
columns are descending.

Show Entries
dropdown

This dropdown allows the user to display 10, 25, 50, or 100 rows. Changing the
setting will update the “Showing...” label.

Pagination buttons

Previous, next, and page# navigation. Allows users to quickly page through large
data sets. Uses ‘Show Entries’ setting and updates the “Showing...” label.

Export to buttons

Allows users to easily export the data in the datatable to well known formats.
An optional profile name is displayed in the header of all exports when the --
profile name command-line argument is used in DLProf.

Warning: A slight delay occurs when any of these buttons are clicked on large
networks.

Enable pop-ups in your browser to export to PDF.

DLProf Viewer
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Chapter 4. Troubleshooting FAQ

The database does not contain a legal configuration.

The DLProf Database cannot be found.

Oh no! The database file does not contain a legal configuration.

What does this mean? The database was likely initialized via the DLPROF _init() AF!, but no aggregations were added.
What can | do? Call the DLPROF _aggregate() API on this database and try again.

See Starting DLProf Viewer for more information.

An older database was found.

Oh no! An older, unsupported version of the database was found.

What does this mean? This viewer cannot display any information.
What can | do? Upgrade to the most recent version of DLProf and reprofile.

A new database was found.

Oh no! A newer or un-upgraded version of the database was found.
= Found version 1.3
= Expecting version 1.2

What does this mean? This viewer cannot display any information.
What can | do? Upgrade to the most recent version of DLProf Viewer.

Bad parameters found in URL.
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3 DLProf: Dashboard x | Q 3

< C 8 [ © nup/1025758001 2B Q>0 & :

Dashboard ~

Warning! The['aggriD'] Jparameters in your URL are not available for this profile. DLProf is showing your profiled network with default aggregation and domain selections.

GPU Utiization (%) @ Resource Usage Breakdown @ Total Kemel GPU Time (ms) @ Tensor Core Kemel Efficiency (%) @

® Using Tensor Cores

Not Using Tensor Cores @ Using Tensor Cores
® Using GPU & o ® Using Tensor Cores
Idie GPU Memory Memory Kemels Using Tensor Cores
G CPU All Other Kemels lot Using Tensor Cores.
Otner
Wore.

More

Performance Summary teration Summary Top 10 GPU Ops

I Using Tensor Cores Not Using Tensor Cores Memory GPU Time

Using
Wall Clock Time (5) @ 10 S Ot B s (ns) Op Name. Op Type Calls  Eligible T
Tensor Core Kemel Effciency (%) @ 816 443 8070533725 Stagingirea_get_1747 _Recr 285 x x
GPU Utiization (%) © 932 350 5,061,062,3388 NCCLIncolAlReduce necL 1080 x x
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