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Chapter 1.
TENSORRT OVERVIEW

NVIDIA® TensorRT™ is a C++ library that facilitates high performance inference on
NVIDIA GPUs. TensorRT takes a network definition and optimizes it by merging
tensors and layers, transforming weights, choosing efficient intermediate data formats,
and selecting from a large kernel catalog based on layer parameters and measured
performance.

TensorRT consists of import methods to help you express your trained deep learning
model for TensorRT to optimize and run. It is an optimization tool that applies graph
optimization and layer fusion and finds the fastest implementation of that model
leveraging a diverse collection of highly optimized kernels, and a runtime that you can
use to execute this network in an inference context.

TensorRT includes a full infrastructure that allows you to leverage high speed reduced
precision capabilities of Pascal™ GPUs as an optional optimization.

TensorRT is built with gcc 4.8.

https://gcc.gnu.org/gcc-4.8/
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Chapter 2.
TENSORRT RELEASE 3.0 PREVIEW (EA)

This is a technology preview release of the future version of TensorRT. Production use of
TensorRT should continue to use 2.1 for the time being.

Key Features and Enhancements

This TensorRT release includes the following key features and enhancements.

Streamlined export for models trained in TensorFlow to TensorRT
With this release you can take a TensorFlow trained model saved in a TensorFlow
protobuf and convert it to run in TensorRT. The TensorFlow to UFF converter creates
an output file in a format called UFF (Universal Framework Format) which can then
be read into TensorRT.

Currently the export path is expected to support the following:

‣ Tensorflow 1.0
‣ FP32 CNNs
‣ FP16 CNNs

The TensorFlow export path is currently not expected to support the following:

‣ Other versions of TensorFlow (0.9, 1.1, etc..)
‣ RNNs
‣ INT8 CNNs

TensorFlow convenience functions
NVIDIA provides convenience functions so that when using UFF and TensorRT to
export a model and run inference, only a few lines of code is needed.

Universal Framework Format 0.1
UFF format is designed as a way of storing the information about a neural network
that is needed to create an inference engine based on that neural network.
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Python API
TensorRT 3.0 introduces the TensorRT Python API, allowing developers to access:

‣ the NvCaffeParser
‣ the NvUffParser
‣ the nvinfer graph definition API
‣ the inference engine builder
‣ the inference-time interface for engine execution within Python

TensorRT also introduces a workflow to include C++ custom layer implementations in
Python based TensorRT applications.

Using TensorRT 3.0

Ensure you are familiar with the following notes when using this release.

‣ Although networks can use NHWC and NCHW, TensorFlow users are encouraged
to convert their networks to use NCHW data ordering explicitly in order to achieve
the best possible performance.

‣ Average pooling behavior changed to exclude the padding from the computation.
The padding is now excluded from the computation in all of the pooling modes.
This results in incorrect behavior for networks which rely on average pooling which
includes padding, such as inceptionV3. This issue will be addressed in a future
release.

‣ The libnvcaffe_parsers.so library file is now called libnvparsers.so. The
links for libnvcaffe_parsers are updated to point to the new libnvparsers
library. The static library libnvcaffe_parser.a is also linked to the new
libnvparsers. For example:

‣ Old structure: libnvcaffe_parsers.4.0.0.so links to
libnvcaffe_parsers.4.so which links to libnvcaffe_parsers.so.

‣ New structure: libnvcaffe_parsers.4.0.0.so links to
ibnvcaffe_parsers.4.so which links to libnvcaffe_parsers.so which
links to libnvparsers.so(actual file) .

Known Issues

‣ TensorRT does not support asymmetric padding.
‣ Some TensorRT optimizations disabled just for this Early Release (EA) to ensure that

the UFF model runs properly. This will be addressed in TensorRT 3.0.
‣ The TensorFlow conversion path is not fully optimized.
‣ INT8 Calibration is not available in Python.
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