NVIDIA.

DGX Software with Cent0S

Installation Guide

RN-09301-002 _v04 April 2022



Table of Contents

(0] a1 o1 (=T ol IR [ oY {fo Yo LU [ox 4o RSP PPPPPPPPPPPRPPPP 1
1.1, Related DoCUMENTAtION. ..ot 1
T2 P EQUISITES ..o 1
1.2.7. ACCESS t0 REPOSIIOMIES .. it 2
T.2. 1.7 NVIDIA REPOSITOTIES. ..oiiiiiiieiie e 2
1.2.7.2. CentOS RePOSITOMIES. .. ittt 2
1.2.2. Network File Systemi. . o, 2
1.2.3. BMC PaSSWOTA. ..o 2
Chapter 2. Installing CentOS. ... . s 4
2.7, 0btaINING CeNtOS. .. 4
2.2. Booting CentOS 1SO LOCALlY. ..ttt 4
2.3. Booting the Cent0S ISO Remotely on the DGX-1, DGX-2, or DGX AT00........ccooiiiiiiiii 5
2.3.1. Booting the I1SO Image on the DGX-1T Remotely.......coooiiiiiiiiiiicc 5
2.3.2. Booting the ISO Image on the DGX-2 Remotely.......ooiiiiiiiiiiiic 8
2.3.3. Booting the I1SO Image on the DGX AT00 Remotely.......occooiiiiiiiiiii 12
2.4, INStalling CentOS. ... e 15
2.4.1. Installing on the DGX-1, DGX Station, or DGX Station ATO00........ccociviiiiiii 16
2.4.2.INStalling 0N the DGX-2. . oo 23
2.4.3. Installing on the DGX ATO0. ... 33
Chapter 3. Installing the DGX SOftWare. ... A
3.1, Configuring @ SYStEM PrOXY....o.iiiiiiiiiee e A
3.2. Enabling the RePOSITOMIES. .. .ot 44
3.3. Installing Required Components. ... ..o 45
3.3.1. Installing DGX Tools and Updating Configuration Files..........ccccooiiiiiiiii 45
3.3.2. Configuring the /raid Partition. ..o, 46
3.3.2.1. Configuring the /raid Partition as an NFS Cache..........ccocooiiiiiiiiiiiiie 46
3.3.2.2. Configuring the /raid Partition for Local Persistent Storage..............cccccooeevenrn.. 47
3.3.3. Installing and Loading the NVIDIA CUDA DFIVErS.....c.ooiiiiiiiiei e 47
3.3.4. Installing the NVIDIA Container RUNTIME. ..o 48
3.4. Installing Diagnostic ComMPONENTS. . .oo.iiiii e 49
3.5. Replicating the EFI System Partition on DGX-2 or DGX AT00.........cooviiiiiiiiiiiiiiieee 50
3.6. Installing Optional ComMPONENTS. . ..ot 57
3.7. Applying an NVIDIA Look and Feel to the Desktop User Interface...........cccccoooiiiiiiiiiin, 97
3.8. Managing CPU MItIGationS. ......oi ittt 54

3.8.1. Determining the CPU Mitigation State of the DGX System........c.oocciiiiiiiiiiiii 54

DGX Software with Cent0S RN-09301-002 _v04 | i



3.8.2. Disabling CPU MitIgationS. ...c...iiiiiiii oo 55

3.8.3. Re-enabling CPU Mitigations......ciiiiiii i 55
Chapter 4. Using the NVIDIA Mellanox InfiniBand Drivers...........c.cc, o7
4.1. Determining the MLNX_OFED Version to Install........cccccoooiiiiii 57
4.2. Installing the NVIDIA Mellanox InfiniBand Drivers.........cccccoiiiiiiiiiiiec 57
4.3. Updating the NVIDIA Mellanox InfiniBand Drivers........cocccooiiiiiiiiiie 59
Chapter 5. RUNNING CONtaiNerS. ..o it a e e e e 61
Chapter 6. Configuring Storage - NFS Mount and Cache......cooovvviiiiiiiiiiiiiiiii 62
Appendix A. Changing the BMC LOgin... ...t 64
A.1. Changing the BMC Login on the DGX-T. . 64
A.2. Changing the BMC Login on the DGX-2 or DGX ATO0........coiiiiiiiiiiiiceee 69
Appendix B. Using Custom DGX Software Utilities for the DGX Station..........cccccceeeeeennn. 71
B.1. Rebuilding or Re-Creating the DGX Station RAID Array.......oocoviiiiiiiiiiie, 71
B.2. Changing the RAID Level of the RAID Array.......cccooiiiiiiiiiiece e 72
B.3. EL7-20.01 Only: Checking the Health of the DGX Station..........cccooiiiiiiiii 73
B.4. EL7-20.01 Only: Collecting Information for Troubleshooting the DGX Station.................... 74
Appendix C. Expanding the DGX Station RAID Array........coccouiiieiiiieeeiieeeee e 76

DGX Software with Cent0S RN-09301-002 _v04 | iii



DGX Software with Cent0S RN-09301-002 _v04 | iv



Chapter 1. Introduction

The NVIDIA® DGX™ systems (DGX-1, DGX-2, and DGX A100 servers, and NVIDIA DGX Station™
and DGX Station A100 systems) are shipped with DGX™ OS which incorporates the NVIDIA
DGX software stack built upon the Ubuntu Linux distribution. Instead of running the Ubuntu
distribution, you can run CentOS on the DGX system and still take advantage of the advanced

DGX features.

This document explains how to install and configure the NVIDIA DGX software stack on DGX
systems installed with CentOS.

Important: NVIDIA acknowledges the wide use of CentOS and understands that it is a
community-developed derivative of the NVIDIA supported Red Hat Enterprise Linux. Support
for CentOS is available directly from the CentOS community. NVIDIA ensures that NVIDIA
provided software runs on tested CentOS versions and will try to identify and correct issues
related to NVIDIA provided software.

Note: While it may be possible to use other derived Linux distributions besides CentQOS, not all
have been tested and qualified by NVIDIA. Refer to the DGX Software for Red Hat Enterprise
Linux 7 Release Notes for the list of tested and qualified software and Linux distributions.

1.1. Related Documentation

» NVIDIA DGX Software for Red Hat Enterprise Linux - Release Notes
» NVIDIA DGX-1 User Guide

» NVIDIA DGX-2 User Guide

» NVIDIA DGX A100 User Guide

» NVIDIA DGX Station User Guide

1.2.  Prerequisites

The following are required (or recommended where indicated).
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Introduction

1.2.1.  Access to Repositories

The repositories can be accessed from the internet.

If you are using a proxy server, then follow the instructions in the section Configuring a System
Proxy to make sure the system can access the necessary URIs.

Note:

You can use yum-config-manager to conveniently enable certain repositories. To use yum-
config-manager, first install the yum utilities.

sudo yum -y install yum-utils

1.2.1.1. NVIDIA Repositories

» NVIDIA DGX Software Repository

After installing CentOS on the DGX system, you must enable the NVIDIA DGX software
repository. The repository includes the NVIDIA drivers and software for supporting DGX
systems.

See the section Enabling the Repositories for instructions on how to enable the
repositories.

1.2.1.2. CentOS Repositories

Installation of the DGX Software over CentOS requires access to several additional
repositories.

» CentOS Software Collections Repository: centos-release-scl
This repository is required by the NVSM tool for Python 3.
» CentOS Testing Repository: centos-sclo-rh-testing

This repository is required by the NVSM tool for Python 3.

1.2.2. Network File System

On DGX servers, the data drives are meant to be used as a cache. DGX Station users can follow
the same usage, or can alternatively opt to use these drives for storage. When using the data
drives as cache, a network file system [NFS) is recommended to take advantage of the cache
file system provided by the DGX software stack.

1.2.3. BMC Password

The DGX BMC comes with default login credentials as specified in Appendix B: Changing the
BMC Login.

Important:

DGX Software with Cent0S RN-09301-002 _v04 | 2




Introduction

NVIDIA recommends disabling the default username and creating a unique BMC username
and strong password as soon as possible. Refer to Appendix B: Changing the BMC Login for
instructions.

DGX Software with Cent0S RN-09301-002 _v04 | 3



Chapter 2. Installing CentOS

There are several methods for installing CentOS as described in the CentOS Installation Guide
(https://docs.centos.org/en-US/centos/install-guide/).

See the DGX Software for Red Hat Enterprise Linux Release Notes for the Linux distributions
that are qualified and tested for use with the DGX Software.

For convenience, this section describes how to install CentOS using the Quick Install method,
and shows when to reclaim disk space in the process. It describes a minimal installation. If
you have a preferred method for installing CentQOS, then you can skip this section but be sure
to reclaim disk space occupied by the existing Ubuntu installation.

The interactive method described here installs CentOS on DGX using a connected monitor and

keyboard and USB stick with the ISO image, or remotely through the remote console of the
BMC.

2.1.  Obtaining Cent0S

Obtain the Cent0S ISO image and store on your local disk or create a boot USB drive formatted
for UEFI. See Downloading CentQS (https://docs.centos.org/en-US/centos/install-quide/
downloading/#chap-download) for instructions.

2.2. Booting CentOS ISO Locally

Plug the USB flash drive containing the CentOS ISO image into the DGX.
Connect a monitor and keyboard directly to the DGX.
Boot the system and press F11 when the NVIDIA logo appears to get to the boot menu.

Select the UEFI volume name that corresponds to the inserted USB flash drive, and boot
the system from it.

Ao~ -

5. Follow the instructions at Installing Cent0S
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Installing Cent0S

2.3. Booting the Cent0S ISO Remotely on
the DGX-1, DGX-2, or DGX A100

Skip this chapter if you are using a monitor and keyboard for installing locally, or if you are
installing on a DGX Station. The DGX Station cannot be booted remotely.

2.3.1.  Booting the ISO Image on the DGX-1
Remotely

Skip this chapter if you are using a monitor and keyboard for installing locally.

» Forinstructions applicable to the NVIDIA DGX-2, see Booting the ISO Image on the DGX-2
Remotely

» Forinstructions applicable to the NVIDIA DGX A100, see Booting the ISO Image on the DGX
A100 Remotely

1. Connect to the BMC and change user privileges.
a). Open a Java-enabled web browser within your LAN and go to http://<BMC-ip-
address>/, then log in.
Use Firefox or Internet Explorer. Google Chrome is not officially supported by the BMC.
b). From the top menu, click Configuration and then select User Management.
c). Select the user name that you created for the BMC, then click Modify User.

d). In the Modify User dialog, select the VMedia checkbox to add it to the extended
privileges for the user, then click Modify.
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Installing Cent0S

1]
Modify User
Username 'rl-ab 1
[JChange Password
Password Size 15 Bytes - 20 Bytes
Password
Confirm Password
User Access ~' Enable
Metwork Privilege lhdrninistrator |
Extended Privileges ] K\l'
SHMP Status [T enable
SHNMP Access Read Only b
Authentication Protoco! SHA bl
Privacy Protocol DES i
Email 1D '
Email Format i-.éaf\-ﬁ-.mrmat N
Uploaded 55H Key |Not Available
Mew 55H Key Browse...
| Modify | | cancel |

2. Setup the ISO image as virtual media and reboot the system.

al.

b).

cl.

d).

e).

From the top menu, click Remote Control and select Console Redirection.

Dashboard  Server information  Server Health Configuration Remote Control Maintenance  Firmware Update

Console Redirectiorn

Dashboard

Server Power Control

Dashboard Eives the owerall information about the status of the device and rem Java SOL

Click Java Console to open the remote JViewer window. Make sure pop-up blockers
are disabled for this site.

From the JViewer top menu bar, click Media and then select Virtual Media Wizard.

Video Keyboart Mouse Optiond Keyboard Layo Video Recor Power Active User Help
B (a2 () }
(TR

From the CD/DVD Media: | section of the Virtual Media dialog, click Browse and then
locate the CentOS ISO file on your system and click Open.

You can ignore the device redirection warning at the bottom of the Virtual Media wizard
as it does not affect the ability to re-image the system.

Click Connect CD/DVD, then click OK at the Information dialog.

The Virtual Media window shows that the ISO image is connected.
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B Virtual Mediz '
Floppy Key Media : | B
| Connecl Floppy
| |® Floppy image ¥ Browss
Floppy Key Media : 1l 3
Connect Floppy
® Fioppy image - | Browse
COMAVD Media: 1
| Disconnect =
u CDimage | Browse
| [ Connecled to Host CODVD Davice : 0
CONVD Media: il
_ | Connect COVD
w0 OO0 image | | Browss:
a0
.Devlce redirection not possitle dwe to insulficient permission. Launch Application as Adminisirator =

f]. Close the window.
The CD ROM icon in the menu bar turns green to indicate that the ISO image is
attached.

Video Keyboart Mousa Options llEdla Keyboard Layo Video Recor Power Active User Help
CO\D‘\'D ﬂadalsCmnedBd Eo the sesslwl] [ )

0 x OBE EWEEET

g). From the top menu, click Power and then select Reset Server.

Video Keyboarc Moyse Options Media Keyboard Laye Video RecorE Active User Help

0 x080 @6 ¢ @ ===

Orderty Shutdown L

Power On Sarver

woie tct I - ¢ sover

h]. Click Yes and then OK at the Power Control dialogs, then wait for the system to power
down and then come back online.

3. Boot the CD ROM image.

Typically, the default boot order does not boot the CDROM image. This can be changed in
the BIOS or as a one-time option in the boot menu. To bring up the boot menu, press F11
at the beginning of the boot process. Pressing F11 will display Show Boot Options at the
top of the virtual display before entering the boot menu. Use the ‘soft’ keyboard (Menu =
Keyboard Layout = SoftKeyboard — <Language>) to bring up a virtual keyboard if pressing
the physical key has no effect.
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Installing Cent0S

S

NVIDIA.

a). In the boot menu, select UEFI: AMI Virtual CDROM 1.00 as the boot device and then
press ENTER.

Please select boot device:

ubuntu

UEFI: KingstonDataTraveler 3.0, Partition 1
UEFI: AMI Yirtual CDROMO 1.00

UEFI: NIC1 IPv4 Quanta Dual Port

UEFI: NICZ IPv4 Quanta Dual Port G

UEFI: NIC1 IPv6 Quanta Dual Port 10G
UEFI: NILZ IPve Quanta Dual Fort 10G
UEFI: Built-in EFI Shell

Enter Setup

T and 4 to move s
ENTER to select b
ESC to boot using defaults

b). Follow the instructions at Installing CentOS.

Skip this chapter if you are using a monitor and keyboard for installing locally.
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1. Connect to the BMC and ensure the required user privileges are set.

Installing Cent0S

a). Open a browser within your LAN and go to https://<BMC-ip-address>/, then log in.

b). From the left-side menu, click Settings and then select User Management.

c). Click the card with the user name that you created for the BMC.

d). In the User Management Configuration dialog, make sure the VMedia Access

checkbox is selected, then click Save.

User Management Configuration

Usgrmame

dgsusor
Chanpe Pazswand

Passward Size

16 brybes

Fasivrard

Confirm Password

H Enable User hooess

Privilege

Adminisbraioe
v Access

Wedia Aceess

2. Setup the ISO image as virtual media.
a). From the left-side menu, click Remote Control.

DGX Software with Cent0S

ar
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HVIDIA® DiGX-2" =l T g 2 Redres A dpmuser -

Dashboard |

102 d 21 brs

A Cushbeard AN U Tinm
& Srranr

B FRU Ifermation a Today is) L 2 30 days ()

@ Currently recevered

Mo et For noclay,

endily_presence
42 evenls

b). Select Launch KVM.
NVIDIA® D i = Syme  DRedech. A dgusor -
Remaote Cantrol |

& Launch KvM

£ FRU Informaticn

I Lo

& Zettings

I Bamnte Caril

& P

F Maintemance

c). From the top menu bar in the KVM window, click Browse File and select the ISO
image, then click Start Media.

CW stop kuM | @ CDImage: Browse Fle (0KB) [EECTTET

Videaw= Mousew Options= HKeyboard = Send Keys=  HotKeys+  Video Record > Powerw  Active Users=  Help =

¥Rl Zoom 100 %

1= o]
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Installing Cent0S

The CD image should now be connected.

@ CDImage: rhel-server7.6-186_54-dvd.isa (60 KB)

d). From the top menu bar in the KVYM window, click Power and then select Reset Server.
3. Boot from the virtual media.

Typically, the default boot order does not boot the CDROM image. This can be changed in
the BIOS or as a one-time option in the boot menu.

al. To bring up the boot menu, press F11 at the beginning of the boot process.

Pressing F11 will display Entering Boot Menu in the virtual display before entering the
boot menu.

<A NVIDIA.

b). In the boot menu, select UEFI: Virtual CDROM 1.00 as the boot device and then press
ENTER.
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Installing Cent0S

select boot dewice:

0 ubuntu
LHEFI 05
1 ubuntu

Virtual CDROMO 1.00
: PHE IPw4 InteliR) IZ10 Gigabit Network Connection
: HTTP IPw4 Intel(R) IZ it Metwo innection
: BXE IPum tel(R) IZ10 nit Metwo nnect ion
: HTTP IFwE tel (R abit Metwork Connection
: Bullt-in EEI Eheill

* Setup

T and 1 to move selection
EMTER to select boot dewice
ESC to boot using defaults

c). Follow the instructions at Installing Cent0S

Skip this chapter if you are using a monitor and keyboard for installing locally.

1. Connect to the BMC and ensure the required user privileges are set.
al). Open a browser within your LAN and go to https://<BMC-ip-address>/, then log in.
b). From the left-side menu, click Settings and then select User Management.
c). Click the card with the user name that you created for the BMC.

d). In the User Management Configuration dialog, make sure the VMedia Access
checkbox is selected, then click Save
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ment Configuration

Ussrrame
dgsusor
Chanpe Pazswand

Passward Size

10 brytes

Fasivrard
Confirm Password
Enatle User Acoess

Privilege

Administmioe

ar

v Access

n Widedia Arcess

2. Setup the ISO image as virtual media.
a). From the left-side menu, click Remote Control.

Dashboard

89d7n

Cheamuh kemily LED

Sy
St T Dy

B e

G irilarmmatinos

b). Select Launch KVM.
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MVIDIA DGX™ A100 — vowe  ORemsh A admin -

Ape 34 HADFEISTI ST

Remote Control

G Launch

| Lo
T Geitings

& memotn Contl

c). From the top menu bar in the KYM window, click Browse File and select the ISO
image, then click Start Media.

W stop Kum | @ cDimage: prowserile (0ke) [EETINT

Videaw Mouse~ Options+ Heyboard~ Send Keys~  HotKeys~  VideaRecord > Pawerw=  Active Users~  Help -
Pl Zoom 100% |

The CD image should now be connected.

@ ChImage: rhel-server-7.6-486_6d-dvdise (G0 KE) |

Wideo+ Mouse= Options= Keyboard=  Send Keys~  HotKeys~  Video Record~  Power=  Active Users+  Help =
Sl Zoom 100 %

20

d). From the top menu bar in the KYM window, click Power and then select Reset Server.

3. Boot from the virtual media.

Typically, the default boot order does not boot the CDROM image. You can change this in
the BIOS or as a one-time option in the boot menu.

a). To bring up the boot menu, press F11 at the beginning of the boot process.

Pressing F11 will display Entering Boot Menu in the virtual display before entering the
boot menu.

DGX Software with Cent0S RN-09301-002 v04 | 14



Installing Cent0S

<A NVIDIA

b). In the boot menu, select UEFI: AMI Virtual CDROM 1.00 as the boot device and then
press ENTER.

Please select boot dewice:
: JEMACMS 19464 )

MzZ_1 RedHat Boot Ma : AOMS19464)

UEFI: AMI Wirtual CODROMO 1.00

UEFI: Built-in EFI Shell

Enter Setup

T and 1 to move selection

EMTER to =elect
ESC to boot us

c). Follow the instructions at Installing Cent0S
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Installing Cent0S

This section assumes you have booted the CentOS ISO image, either locally or remotely for
DGX-1, or locally for DGX Station. or DGX Station A100

For instructions applicable to the DGX-2, see Installing on the DGX-2.
For instructions applicable to the DGX A100, see Installing on the DGX A100.

The screenshots in these instructions are taken from a DGX-1 system. The DGX Station

installation can have slight differences with respect to disk size, disk space available, interface
names, etc.

1. After booting the ISO image through either the BMC or from the USB drive, start the
installation.

Install CentDs 7

On the DGX-1: Select Install CentOS and then press Enter to start the installation.

On the DGX Station: Update the 1inuxefi parameters to prevent the Nouveau driver in
CentOS from being loaded and then start the installation.
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Installing Cent0S

The Nouveau driver does not properly support the GPUs in the DGX Station, which
may cause display issues. The GPUs in the DGX Station require that drivers that are
installed as explained in Installing and Loading the NVIDIA CUDA Drivers.

al. Select Install CentOS and then type e.
b). Append the nomodeset option to the 1inuxefi parameters.

c). Press Ctrl+X to save your changes and start the installation.

The CentQOS installer starts.
For guidance on using the installer, refer to CentOS Quick Installation Guide [(https://
docs.centos.org/en-US/centos/install-quide/Simple_Installation/).

2. Configure the language, region, date, time, keyboard, and other configuration options you
may need from the Installation Summary screen.

3. Select the software packages that you want to install.

For detailed instructions, refer to Software Selection in CentOS Installation Guide (https://
docs.centos.org/en-US/centos/install-quide/SoftwareSpoke-x86/).

4. Set the Software Selection to the correct value.
For DGX Station and DGX Station A100: Set to Server with GUI.
For DGX Servers [DGX 1-1, DGX-2, DGX A100): Set to Minimal Install.

Note: Setting the correct Software Selection is critical for proper operation.
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Installing Cent0S

INSTALLATION SUMMARY RED HAT EMNTERFRISE LINUX 7.5 INSTALLATION
B Helgd

LOCALIZATION

DATE & TIME KEYBOARD

Amencas/Los Angeles timezona ,':."lg.'ls.’! {Ls)
E LANGUAGE SUPPORT

English (Linited States)

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Server with GUI
SYSTEM
0 INSTALLATION DESTINATION KDUMP
';{‘,,' NoMsks selected Kdump is enabled

é METWORHK & HOST MAME a SECURITY POLICY

MNot connected Mo profile seleched

Ciint

5.
6. Set up the system drive.

This step removes the Ubuntu installation in order to reclaim space for the Cent0S
installation.

a). From the Installation Summary screen, click INSTALLATION DESTINATION.
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INSTALLATION SUMMARY

CentOS LOCALIZATION

E LANGUAGE SUPPORT
Emglish {Linited States)

SOFTWARE
INSTALLATION SOURCE
Local media

SYSTEM

DATE & TIME
Americas/Los Angeles fimezone

INSTALLATION DESTINATION
4 N-'.h..‘m'-:r. selected
+ Mo

Installing Cent0S

CEMTOS T INSTALLATION

BR us Helpt
KEYBOARD
English {LIS)
SOFTWARE SELECTION
Senver with GUI
KDUMP

Kdump is enabled

SECURITY POLICY
No profile selected

Chuit

b). At the Installation Destination screen, select the first drive (sda) as the installation

drive.

c). Under Other Storage Options, click the | will configure partitioning radio button then

click Done.

DGX Software with Cent0S

Note: If the software is being installed on the DGX Station, the number of local
standard disks, their labels, capacities, and the amount of free space shown may be
different than the examples shown in the screen capture.
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INSTALLATION DESTIMATION CEMTOS 7 INSTALLATION

Device Selection

Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's "Begin Installation” button,
Lacal Standard Disks

44663 GIE- 7151.88 GIB

= oy

=
AVAGO MRROME AVAGOD MRROMB
sda ! 20145 KiB free sdb / 650,68 GiE free

Diishs laft unsetected here will mot be touched.
Specialized & Netwerk Disks

& |
Add a disk...
Disks baft unselected here will nat be touched,
Other Storage Options
Partitioning
=) Automaticaly configure partitioning. | will configure partitioning
| 1 wodd like to make additional space available

Encryption
_| Encrypt my data

Full dick summary and boot loader_ 1 disk celected; 446,63 GIB capacity; 20145 Kib free Refrech...

The Manual Partitioning dialog box appears.

d). Expand the Unknown drop-down menu for the device you've selected, select a partition
and then click the "-" button to delete the partition.

Repeat for other existing partitions listed in the Unknown drop down until none
remain.

e). Create a new partition.
Click the "+" button on the bottom left and set the following fields:

» Mount point: /boot/efi
» Desired Capacity: 512 MiB
» Device Type: Standard Partition

Under Devices, ensure only the sda drive you chose is selected, then click Update
Settings to confirm your changes.
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Installing Cent0S

f]. Create another partition.
Click the "+" button on the bottom left and set the following fields:

Mount point: /

Desired Capacity: [leave empty to let the installer know to use remaining capacity
of the disks]

Device Type: Standard Partition
File System: XFS
Under Devices, ensure only the sda drive you chose is selected, then click Update

Settings to confirm your changes.

g). Click Done when finished.

This causes a yellow warning bar to appear on the bottom because no swap partition
has been created.

Click Done again and then click Accept Changes to write all the customizations to disk.

7. Configure Ethernet.

Select and enable the Ethernet device. This defaults to DHCP and can be changed for
static IP configurations under Configure.
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M I:‘I'\ﬂu_'_CIRK & HOST NAME CEMNTOS 7 INSTALLATION

e

K Ethernet (enpls0fo) ; 150F
S toked Corpuratien Efnarmat Comroliar 10-Giabt ¥540-AT2 ‘/J '?the":e: {enplsGfo) m:l
¥ e LDINNRCE R
#| Ethernet {enpls0fl1) ey
Ieizel Codporation Etherset Comirolizr 10-Gigabt X540-AT2 Hardaare Address S48 A DACHET
Speed 10000 Mb/s
F Address I0.120,78,42
Subnet Mask 255.255,255.0
Default Route 10.120.28.1
DNS 17231216100 07220192252 172.20.195.252
* Confiqure...
Host name: | localhost localdomain Applhy Current host name:  localhast

8. From the INSTALLATION SUMMARY screen, click Begin installation to start the
installation.
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INSTALLATION SUMMARY

CentOS LOCALIZATION

DATE & TIME

Americas/Los Angeles timezone
E LANGUAGE SUPPORT

English (Linited States)

SOFTWARE
INSTALLATION SOURCE
Local media
SYSTEM
° INSTALLATION DESTINATION
Wl Automatic partitioning selected

METWORK & HOST NAME

Wired {enp1s0fa) connected

Installing Cent0S

CENTOS T INSTALLATICMN

B s Help!
KEYBOARD
English (LIS)
SOFTWARE SELECTION

Sernver with GLI

KDUMP
Kdump is ensbled

SECURITY POLICY
Mo profile selected

Quit Begin Installatizn

a). While the installation process is running, set your password (ROOT PASSWORD) and
create a new user (USER CREATION) from the Configuration screen.

b). When the installation completes, click Reboot to reboot the system.

2.4.2. Installing on the DGX-2

This section assumes you have booted the CentOS ISO image, either locally or remotely.

1. After booting the ISO image through either the BMC or from the USB drive, select Install
CentOS and then press Enter to start the installation.
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Install CentDs 7

The CentQOS installer starts.
For guidance on using the installer, refer to CentOS Quick Installation Guide [(https://
docs.centos.org/en-US/centos/install-quide/Simple_Installation/).

2. Configure the language, region, date, time, keyboard, and other configuration options you
may need from the Installation Summary screen.

3. Select the software packages that you want to install.

For detailed instructions, refer to Software Selection in Cent0S Installation Guide (https://
docs.centos.org/en-US/centos/install-quide/SoftwareSpoke-x86/).

4. Set the Software Selection to the correct value.
For DGX Station and DGX Station A100: Set to Server with GUI.
For DGX Servers ([DGX 1-1, DGX-2, DGX A100): Set to Minimal Install.

Note: Setting the correct Software Selection is critical for proper operation.
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INSTALLATION SUMMARY RED HAT EMNTERFRISE LINUX 7.5 INSTALLATION
B Helgd

LOCALIZATION

DATE & TIME KEYBOARD

Amencas/Los Angeles timezona ,':."lg.'ls.’! {Ls)
E LANGUAGE SUPPORT

English (Linited States)

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Server with GUI
SYSTEM
0 INSTALLATION DESTINATION KDUMP
';{‘,,' NoMsks selected Kdump is enabled
é METWORK & HOST NAME SECURITY POLICY
6 MNot connected Mo profile seleched

5. Set up the boot disks.

The DGX OS, which is installed in the factory before shipping out the DGX-2, creates a
RAID-1 array on the two M.2 NVMe boot disks. Therefore, it is necessary to select both
boot disks when installing RHEL 7 on a DGX-2.

a). From the Installation Summary screen, click INSTALLATION DESTINATION.
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INSTALLATION SUMMARY CENTOS TINSTALLATION
} BR us H:'||:‘
CentOS LOCALIZATION

DATE & TIME KEYBOARD
Americas/Los Angeles timezone English {LIS)

LANGUAGE SUPPORT
Emglish {Linited States)

0O

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Senver with GUI
SYSTEM
INSTALLATION DESTINATION KDUMP
Niisks selected Kdump is enabled

":lr

NEmAME SECURITY POLICY
Mo No profile selected

Chuit

b). At the Installation Destination screen, select both M.2 disks (i.e. the 894.25 GB ones)
and the "l will configure partitioning” radio button, then click Done.
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Installing Cent0S

Device Selection

Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's *Begin Installation” button.

Lacal Standard Disks

894,25 GIB 894,25 GiB
SAMSUNG MZILWIE0HMIP-00003 SAMSUNG MZ1LW2E0HMIP-00003
memednl ¢ 13345 KiB free nvmelnl ¢ 1334.5KiB free

Spqciali:q\d & Matwork Disks

Add a disk...

Other Storage Options
Partitioning

Automaticaly configure partitioning. | will configure partitioning

K

Encryption
Encrypt my data

Full dick summary and boot loader.

The Manual Partitioning window appears.
c). Expand the Unknown drop-down menu.

DGX Software with Cent0S

5589 TiB

-Iﬁ’..
MDRAID set (stripe)
wpl-cr-92:1 ! 0B free

Diisas laft unselected hare will mot be touched.

Dishs laft unselected here will nat be touched,

2 dicks selected; 1788.51 GiB capacity; 2669 KiB free Refrech..
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MANUAL PARTITIONING CENTOS T INSTALLATION
Bona
~ New CentOS 7 Installation dgx-18-04:0
ou haven't créated any mount pomts for wour Cent0S 7 installation vEL
Yau can Mot Poink; Devicals);

*  Llick bere to creste them automatically.
» Create new mount points by clicking the '+ button. Desired Capacity SAMEUNG MZILWISOHMP-00003

hi
& (O, assigqn new mount paints to exsting partitions after selecting them et ote
below

New mount points will use the Following partitioning scheme:

LM -
~ Unknown o T
evice Typs RAID Level

:

EFI System Partition 512 MiB File 5, T

mmelnlpl -

EFI Sl',u;tem Partition £12 MiB S x RAR Tt

mmelnlpl

Label: & Name

Mote: The settings you make on this screen will nat
+ = fe b applied widdl you click on e msin menu's Begin
Instalation” button.

AVATLABLE SPACE TOTAL Ak

2669 KiB 1788.51 GiB

2 storage devices selested
This shows the disks that CentOS has identified. They will be
» the RAID-1 root partition (ext4, 893 GB],
» the first EFI system partition (ESP) (nvmeOn1p1, 512 MBJ, and
» the second ESP [nvmel1n1p1, 512 MB).

d). Select the ext4 partition and reformat it as xfs, then set the mount point to "/" and
label it as "md0”
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Done

~ MNew CentOS 7 Installation

Tou heven't created any mount points for your CenbOS ¥ installation yet

You can:

- Click herg to creste them a.l:n-‘\':.'l-'.:"):

& Cpeate new mount points by chicking the ™ button

» O, assign new mount peings to existing partitions after selecting them

bl

Mew mount points will use the fallowing partitioning scheme:

LM

* Unknown

EFI System Partition
rmenlpl

EFl System Partition
mmelnlpl

+ - @

Avanacir space [l ToTal PACE
2663 KiB 1788.51 GiB

2 storage devices selected

e]. Click Update Settings.
Create an EFI partition.
al. Select the nvmeOn1p1 partition and reformat it as an EFI System Partition, then set

512 MiB

512 MiB

dgr-18-04:0
Mount Point:

[
Desirad Capacity
Device T ype:

3 Fnrrﬂ',!

File Systemc

wfs T | |+ Reformat

Label
| 0y

Installing Cent0S

CEMNTOS 7 INSTALLATION

Daviceisk

SAMSUNG MZ1LWSREOHMEP-00003

frvme0nl} and 1 other

Lipdate Sertings

Mate: The settings. you make on this sareen will nat
he apptied watil you olick an the main mand’s 'Begin

the mount point to “/boot/efi” and click Update Settings.

DGX Software with Cent0S

Instaliation’ button
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MANUAL PARTITIONING CENTOS 7 INSTALLATION
= MNew CentOS 7 Installation mvmednlpl
; Maunt Paint: Device(s):
f 893.63 GiB
dg-18-04:0 {haatiefi

MZILWHEOHME-00003 (numednl)

512 MiE
~ Unknown
EFI System Partition 512 MiB
mmelnlpl
o Encrypt
File System:

EFl System Partitian = ! Reformat

Labelk Mame

Note: The settings you make on this screen will nat
4 = o e applie until you click on the main menw's Begin

Instalation” button,
avaiasie seace [l TataL sace
2669 KiB 1788.51 GiB

2 storage devices selected

At this point, the two partitions you configured will be under the New Cent0S
Installation drop down menu, and the nvme1n1p1 EFI partition will still be in
Unknown. We can't create a second ESP because CentOS won't allow you to create
two partitions mounted on the same mount point, i.e. /boot/efi, even if they

are on different disks. You can replicate the ESP after installing the "DGX System
Management” yum group, which provides a tool to accomplish this.

b). Click Done.

Ayellow-highlighted warning appears on the bottom of the screen.
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MANUAL PARTITIONING

Bona
* New Cent0S 7 Installation nvmelnlpl
=E=TE Mount Paint: Draviceis):
! £93.63 GiB
dgs- 18-04:0 S AMELINE
fbootfefi 512 MIB Desited Capacity: MZ1LWISOHMIP-00003 (nvmelnl)
memelnlpl
* Unknown
Davice Ty
File System
stem Partition = | ™ Qeformat
Label: Mame
I

Note: The sattings you makie on this screen will nat
+ o, o be spplied untdl you click an the main menu's Begin
— [msgallation” button.

avaianee space S ToTAL SPACE
2669 KiB 1788.51 GiB

2 storage dovices solected

FHY

c). Click the yellow-highlighted warning message.
The following message appears.

boot loader stage? device dgx-18-04:0 is on a multl-disk array, but boot loeader
stagel device nvmeOnlpl is not. A drive failure in dg-18-04:0 coutd render tha
system unbootable.

You have not specified a swap partition. Although not strictly required in all
cases, it will significantly improve performance for most installations.

Close
R e I e e e e e e S e e e g

The message appears because the DGX OS from the factory has created a RAID 1 array
for the root partition, and has replicated the EFI system partitions.

d). Close the warning and then press Done.
A summary of the partitioning steps appears.
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SUMMARY OF CHANGES
Your eustormizations will result in the Tollowing changes taking effect after you return to the main menu and begin installation:

Order  Action Type Device Mame Mount point
Destioy Format extd depe-18-041:0
Dectroy Format EFl System Partition  rme0nlpl
Create Format s dq-18-040 f
Create Format  EFl System Fartition mmmelnlpl footfefi

k

Cancel & Return to Custom Partitionmg Accapt Changes

e). Click Accept Changes to get back to the main Installation Summary Screen.
There should no longer be a yellow warning icon on the System: Installation
Destination option.

7. Configure Ethernet.

Select and enable the Ethernet device. This defaults to DHCP and can be changed for

static IP configurations under Configure.

8. From the INSTALLATION SUMMARY screen, click Begin installation to start the
installation.
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2.4.3.

INSTALLATION SUMMARY

CentOS LOCALIZATION

DATE & TIME

Americas/Los Angeles timezone
E LANGUAGE SUPPORT

English (Linited States)

SOFTWARE

INSTALLATION SOURCE
Local media

SYSTEM

° INSTALLATION DESTINATION
Wl Automatic partitioning selected

METWORK & HOST NAME

Wired {enp1s0fa) connected

Installing Cent0S

CENTOS T INSTALLATICMN

B s Help!
KEYBOARD
English (LIS)
SOFTWARE SELECTION

Sernver with GLI

KDUMP
Kdump is ensbled

SECURITY POLICY
Mo profile selected

Quit Begin Installatizn

a). While the installation process is running, set your password (ROOT PASSWORD) and

create a new user (USER CREATION) from the Configuration screen.

b). When the installation completes, click Reboot to reboot the system.

Installing on the DGX A100

This section assumes you have booted the CentOS ISO image, either locally or remotely.

For instructions applicable to the DGX-1 and the DGX Station, see Installing on the DGX-1, DGX
Station, or DGX Station A100.

For instructions applicable to the DGX-2, see Installing on the DGX-2.

1.

DGX Software with Cent0S

After booting the ISO image through either the BMC or from the USB drive, select Install
CentOS and then press Enter to start the installation.
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Install CentDs 7

The CentQOS installer starts.
For guidance on using the installer, refer to CentOS Quick Installation Guide [(https://
docs.centos.org/en-US/centos/install-quide/Simple_Installation/).

2. Configure the language, region, date, time, keyboard, and other configuration options you
may need from the Installation Summary screen.

3. Select the software packages that you want to install.

For detailed instructions, refer to Software Selection in CentOS Installation Guide (https://
docs.centos.org/en-US/centos/install-quide/SoftwareSpoke-x86/).

4. Set the Software Selection to the correct value.
For DGX Station and DGX Station A100: Set to Server with GUI.
For DGX Servers ([DGX 1-1, DGX-2, DGX A100): Set to Minimal Install.

Note: Setting the correct Software Selection is critical for proper operation.
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INSTALLATION SUMMARY RED HAT EMNTERFRISE LINUX 7.5 INSTALLATION
B Helgd

LOCALIZATION

DATE & TIME KEYBOARD

Amencas/Los Angeles timezona ,':."lg.'ls.’! {Ls)
E LANGUAGE SUPPORT

English (Linited States)

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Server with GUI
SYSTEM
0 INSTALLATION DESTINATION KDUMP
';{‘,,' NoMsks selected Kdump is enabled
é METWORK & HOST NAME SECURITY POLICY
6 MNot connected Mo profile seleched

5. Set up the boot disks.

The DGX OS, which is installed in the factory before shipping out the DGX A100, creates
a RAID-1 array on the two M.2 NVMe boot disks. Therefore, it is necessary to select both
boot disks when installing RHEL 7 on a DGX A100.

a). From the Installation Summary screen, click INSTALLATION DESTINATION.
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INSTALLATION SUMMARY CENTOS TINSTALLATION
} BR us H:'||:‘
CentOS LOCALIZATION

DATE & TIME KEYBOARD
Americas/Los Angeles timezone English {LIS)

LANGUAGE SUPPORT
Emglish {Linited States)

0O

SOFTWARE
INSTALLATION SOURCE SOFTWARE SELECTION
Local media Senver with GUI
SYSTEM
INSTALLATION DESTINATION KDUMP
Niisks selected Kdump is enabled

":lr

NEmAME SECURITY POLICY
Mo No profile selected

Chuit

b). At the Installation Destination screen, select both M.2 disks (i.e. 1788 GiB on DGX A100)
and the "l will configure partitioning” radio button, then click Done.
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Device Selection

Select the device(s) you'd like to install to. They will be left untouched until you click on the main menu's *Begin Installation” button.

Lacal Standard Disks

894,25 GIB 894,25 GiB
SAMSUNG MZILWIE0HMIP-00003 SAMSUNG MZ1LW2E0HMIP-00003
memednl ¢ 13345 KiB free nvmelnl ¢ 1334.5KiB free

Spqciali:q\d & Matwork Disks

Add a disk...

Other Storage Options
Partitioning

Automaticaly configure partitioning. | will configure partitioning

K

Encryption
Encrypt my data

Full dick summary and boot loader.

The Manual Partitioning window appears.
c). Expand the Unknown drop-down menu.

DGX Software with Cent0S

5589 TiB

-Iﬁ’..
MDRAID set (stripe)
wpl-cr-92:1 ! 0B free

Diisas laft unselected hare will mot be touched.

Dishs laft unselected here will nat be touched,

2 dicks selected; 1788.51 GiB capacity; 2669 KiB free Refrech..
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MANUAL FPARTITIONING

Bone

= Pewy Ried Hat Em:\erprl;: Linux 7.8 Installation mvmednlpl
Fou baven created amy moust peints for yosr Red Hat Enerprise Lines 7.5 matallmsn yor
Yoo can Mount Point Desicelsl:

- Clck heve 10 reale them mdol
® Criahe new MOURE poimts by chking the *+ button | Caparity

SO W OGN paints £ selecting them belomar

wnt paiaes will use 1he 3 PRTDGNNG Schers

Ly -
~ Uburitu Linus 18.04 for xB6_64
! 1787.87 Gib
dgeal00-16-040

SAMEUNG MILLBITSHALS-0000T (manedal)

= Unknown

EF Siystem Partition 512 MiB

mmelnipl

Refoima

Labet:

Mote: The settings you make on this soreen wall mot
e e i i eqaia amstil jear chek o Dl sria cwras Begin

. Faiaon tearon.
wineanir seace [l roTaLssce
2669 KiB 3576.92 GiB

This shows the disks that CentOS has identified. They will be

» the RAID-1 root partition (ext4, 1787.87 GBJ,

» the first EFI system partition (ESP) (nvme3n1p1, 512 MBJ, and
» the second ESP (nvme2n1p1, 512 MB).

d). Select the ext4 partition and reformat it as xfs, then set the mount point to "/" and
label it as "md0”
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6.

MANUAL PARTITIONING

Dicire

= Mew Red Hat Enterprize Linux 7.8 Installation

fbaotfefi
el |

= Wbt Linus 18,04 for x86.64

fboot/efi
mneInlpl

-l

dennanie wach [ 10na At
2660 KIE | 3576.99 GIB

2 storage dovices seledied

e]. Click Update Settings.

Create an EFI partition.

512 MiB

512 Mig

ﬂgr‘-ﬂm—lﬂ-ﬂtﬂ

Meunt Paint:

File System:
s

Labet:
mdd

Encrypi

= | | Refema

The saltkigs pou ks o Ml .
be applied urtd you click 0n the main many's Thegin

Installing Cent0S

SAMEUNG MZ1LB1TOHALS-0000 7

Upchcp Sattings

gt wll et

Pnstailation’ butfon

al. Select the second EFI partition, in the Unknown section (nvme2n1p1 on DGX A100),
reformat it as an EFI System Partition, then set the mount point to “/boot/efi” and

click Update Settings.

DGX Software with Cent0S
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MANUAL PARTITIONING

RED HAT ENTERPRISE LINUX 7.8 INSTALLATION
= New Red Hat Enterprise Linux 7.8 Installation nymanlpl
Wonts FhsaY. £TE3R 03 STy M poats for it Aesl Hae Enterprisa Lines: 7.8 sstailation yat
Vou can Mount Poimt Drevicefs):
fimotiel
New mount poirts wil
LM
= Ubunty Linux 18,04 for 18664
SAMSUNG MZILEITIHALS-DODOT (svreinl)
{bootlefi 512 MIE
mame Il
! 1767.67 GiB
dge-ab00- 15-040
= Unksown
[
Encrypt
File System:
BN Systam Fariition = | o Seformai
Lisbel
Lipstace: Satrings

Mote: Tha sstlings you miske on this scrasn wil fol
+ - @ b apped wniil you click on e mein menu's Bega

Iretalation’ btton
avansziesace ll
2669 KiB

I storsge davices delscrad

At this point, the two partitions you configured will be under the New Cent0S
Installation drop down menu, and the Ubuntu EFI partition (nvme3n1p1 on DGX A100)
will be under Ubuntu. We can't create a second ESP because Cent0S won't allow you
to create two partitions mounted on the same mount point, i.e. /boot/efi, even if
they are on different disks. You can replicate the ESP after installing the "DGX System
Management” yum group, which provides a tool to accomplish this.

b). Click Done.

Ayellow-highlighted warning appears on the bottom of the screen.
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Baone

= New Red Hat Enterprise Linux 7.8 Installation

Moant Paint;
Iboot/afi 517 MiE: Ll
memelnkpl
! 1787.87 GIE.
dogn-al (- JE- 040
= Ubunty Linux 18.04 for xB86_84
{heatrefl 512 MiB
semadalpl
File System
s
Labet
0
o [ B

avaibhaiE arace [ TUta wece
2665 KiB 3576.99 GiB

1 wocas divices iakertad

alk
.

c). Click the yellow-highlighted warning message.

The following message appears.

depr-a100-18-04:0

Installing Cent0S

RED HAT EMTERPRISE LIMLX

Deicnful:

SAMSUNG MY TLBETGHALS-00007
fnvmednl] and 1 aither

Encrgt

= | [+ Reformar

Mote: The sstting yoo meke on thiy screan will net
B appilad antil o chok o e mks menu's Begn
lratalshon’ bution

could render the system unbootable.

cases, it will significantly imprave perfarmance for most installations.

Close

boot loader stage2 device dge-al00-18-04:0 is on a multi-disk array, but boot
Ioader stagel device mvme2nlpl is not. A drive failure in dgx-al00-18-04:0

You have not specified a swap partition. Although not strictly required in all

The message appears because the DGX OS from the factory has created a RAID 1 array
for the root partition, and has replicated the EFI system partitions.

d). Close the warning and then click Done.

A summary of the partitioning steps appears.

DGX Software with Cent0S
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SUMMARY OF CHANGES

Yeur evsnamizationy. will result in the fedeming changes targ effect sfrer yom retarn 1o e man mesi and ben nstallitcn:
0 Typs Drrvics Hams Meunl point
mat EF| System Partition memeznlpl
mat extd dem-al00-13-04:0
Crazte Foomat  EF) System Partition mameZnipl Thootfedl
Creste Format  ofx dgr-al (018040 ¢

Cancel & Regwn o Cushom Partitoning Accopt Cranges

e). Click Accept Changes to get back to the main Installation Summary Screen.

There should no longer be a yellow warning icon on the System: Installation
Destination option.

7. Configure Ethernet.

Select and enable the Ethernet device. This defaults to DHCP and can be changed for
static IP configurations under Configure. This screen also lets you set the hostname.

8. From the INSTALLATION SUMMARY screen, click Begin installation to start the

installation.

DGX Software with Cent0S

RN-09301-002 _v04 | 42



INSTALLATION SUMMARY

CentOS LOCALIZATION

DATE & TIME
Americas/Los Angeles timezone

LANGUAGE SUPPORT
English (Linited States)

O

SOFTWARE

INSTALLATION SOURCE
Local media

O

SYSTEM

INSTALLATION DESTINATION
Automatic partitioning selected

@

METWORK & HOST NAME

Wired {enp1s0fa) connected

Installing Cent0S

CENTOS T INSTALLATICMN

B s Help!
KEYBOARD
English (LIS)
SOFTWARE SELECTION

Sernver with GLI

KDUMP
Kdump is ensbled

SECURITY POLICY
Mo profile selected

Quit

a). While the installation process is running, set your password (ROOT PASSWORD) and
create a new user (USER CREATION) from the Configuration screen.

b). When the installation completes, click Reboot to reboot the system.

DGX Software with Cent0S

RN-09301-002 _v04 | 43



Chapter 3. Installing the DGX Software

This section requires that you have already installed CentOS™ or derived operating system on
the DGX server.

3.1.  Configuring a System Proxy

If your network requires use of a proxy, then

» Edit the file /etc/yum.conf and make sure the following lines are present in the [main]
section, using the parameters that apply to your network:
proxy=http://<Proxy-Server-IP-Address>:<Proxy-Port>
proxy username=<Proxy-User-Name>
proxy password=<Proxy-Password>

» Make sure that the following domains are not blocked and that the system can access

them.

» cdn.redhat.com

» international.download.nvidia.com

3.2. Enabling the Repositories

1. Run the following commands to install the DGX software installation package and enable
the NVIDIA DGX software repository.

ATTENTION: By running these commands you are confirming that you have read and
agree to be bound by the DGX Software License Agreement. You are also confirming that
you understand that any pre-release software and materials available that you elect to
install in a DGX may not be fully functional, may contain errors or design flaws, and may
have reduced or different security, privacy, availability, and reliability standards relative
to commercial versions of NVIDIA software and materials, and that you use pre-release
versions at your risk.

Install the NVIDIA DGX Package for Red Hat Enterprise Linux.

$ sudo yum install -y https://international.download.nvidia.com/dgx/repos/rhel-
files/dgx-repo-setup-21.11-1.el7.x86 64.rpm

The next steps describe how to enable new driver branch repositories. Newer versions of
other various packages can be made available through newer driver branch repositories.
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For example, enabling rhel7-updates would make 2.8.3 the highest NCCL version
available, and enabling rhel7-r450-cuda11-0 afterwards would bump the highest NCCL
version to 2.11.4.

2. Enable the R450/CUDA 11.0 repository to move to the R450 package.

The step is required for DGX A100 and DGX Station A100, but optional for other DGX
platforms.

» Either edit /etc/yum.repos.d/nvidia-dgx-7.repo and set enabled=1,
[nvidia-dgx-7-r450-cudall-0]
name=NVIDIA DGX EL7 R450-CUDA11-0
baseurl=https://international.download.nvidia.com/dgx/repos/rhel7-r450-
cudall-0/
enabled=1
gpgcheck=1
gpgkey=file:///etc/pki/rpm-gpg/RPM-GPG-KEY-dgx-cosmos-support

» Or (if you have the yum-utils package installed), issue the following.
sudo yum-config-manager --enable nvidia-dgx-7-r450-cudall-0

3. (Optional) Enable the R470/CUDA 11.4 repository to move to the R470 package.

If you are moving from the R418 repo, then enable the R450 repo first as described in the
previous step.

» Eitheredit /etc/yum.repos.d/nvidia-dgx-7.repo and set enabled=1,
[nvidia-dgx-7-r470-cudall-4]
name=NVIDIA DGX EL7 R470-CUDAl1-4
baseurl=https://international.download.nvidia.com/dgx/repos/rhel7-r470-
cudall-4/
enabled=1
gpgcheck=1
gpgkey=file:///etc/pki/rpm-gpg/RPM-GPG-KEY-dgx-cosmos-support

» Or [if you have the yum-utils package installed), issue the following.
sudo yum-config-manager --enable nvidia-dgx-7-r470-cudall-4

If building CUDA 11.4 Samples, install a version of GCC greater than or equal to 5.1.0. For
instance, install GCC 9.1.1 by installing Red Hat Developer Toolset 9:

sudo yum install -y devtoolset-9

In this example, build CUDA samples using the following command in place of the “make”
command:

scl enable devtoolset-9 make

3.3. Installing Required Components

3.3.1. Installing DGX Tools and Updating
Configuration Files

1. Install the kernel development tools.
a). Install the kernel-devel package.
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The kernel-devel package provides kernel headers required for the NVIDIA CUDA
driver. Use the following command to install the kernel headers for the kernel version
that is currently running on the system.

sudo yum install -y "kernel-devel-uname-r == $ (uname -r)"

b). Ensure that you have installed the latest version of gcc installed, as older versions may
not support all of the features required to build the driver.

sudo yum install -y gcc

2. Install DGX tools and configuration files.

» For DGX-1, install DGX-1 Configurations.

sudo yum group install -y 'DGX-1 Configurations'
» Forthe DGX-2, install DGX-2 Configurations.

sudo yum group install -y 'DGX-2 Configurations'

» Forthe DGX A100, install DGX A100 Configurations.
sudo yum group install -y 'DGX A100 Configurations'
» For the DGX Station, install DGX Station Configurations.

sudo yum group install -y 'DGX Station Configurations'
» For the DGX Station A100, install DGX Station A100 Configurations.

sudo yum group install -y 'DGX Station A100 Configurations'

The configuration changes take effect only after rebooting the system, which is covered in
the next step.

3. Update the kernel.
al). Issue the following.
$ sudo yum update
Performing this update also updates the installed Red Hat Enterprise Linux 7

distribution to the latest version. To check the latest Red Hat Enterprise Linux 7
version, visit https://access.redhat.com/articles/3078.

b). Reboot the server into the updated kernel.

$ sudo reboot

3.3.2. Configuring the /raid Partition

The DGX servers and the DGX Station include multiple SSDs for data caching or data storage.
Configure these SSDs as a RAID array in a partition mounted at /raid. For the DGX servers,
these SSDs are intended to be used as a data cache for NFS mounted directories. For the DGX
Station, these SSDs are intended to be used either for local persistent storage or as a data
cache for NFS mounted directories.

3.3.2.1. Configuring the /raid Partition as an NFS Cache

If you are using the data SSDs for caching NFS reads, configure these SSDs as a RAID 0 or
RAID 5 array, mounted at /raid and update the cachefilesd configuration to use the /raid
partition.

1. Configure the RAID array.
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This will create the RAID group, mount itto /raid, and create an appropriate entry in /
etc/fstab.

» To configure a RAID 0 array, issue the following:
sudo configure raid array.py -c -f

» To configure a RAID 5 array, issue the following:
sudo configure raid array.py -c -5 -f

Note:

The RAID array must be configured before installing dgx-conf-cachefilesd, which
places the proper SELinux label on the /raid directory. If you ever need to recreate the
RAID array - which will wipe out any labeling on /raid - after dgx-conf-cachefilesd
has already been installed, be sure to restore the label manually before restarting
cachefilesd.

sudo restorecon /raid
sudo systemctl restart cachefilesd

2. Install dgx-conf-cachefilesd to update the cachefilesd configuration to use the /raid
partition.

sudo yum install -y dgx-conf-cachefilesd

3.3.2.2. Configuring the /raid Partition for Local
Persistent Storage

If you are using the data SSDs in the DGX Station for local persistent storage, configure these
SSDs as a RAID 0 or RAID 5 array, mounted at /raid.

RAID 0 provides the maximum storage capacity, but does not provide any redundancy. If a
single SSD in the array fails, all data stored on the array is lost. RAID 5 provides some level of
protection against failure of a single SSD but with lower storage capacity than RAID 0.

» To configure a RAID 0 array, run the following command.
sudo configure raid array.py -c -f
» To configure a RAID 5 array, run the following command.

sudo configure raid array.py -c -f -5

These commands will create the RAID group, mount it to /raid, and create an appropriate
entry in /etc/fstab.

3.3.3. Installing and Loading the NVIDIA CUDA
Drivers

1. Install the driver package.

This will build and install the driver kernel modules. The installation of the dkms-nvidia
package can take approximately five minutes.

sudo yum install -y cuda-drivers dgx-persistence-mode

2. (DGX Station 100 Only): Install additional required Station A100 packages.
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These packages must be installed after installing the cuda-drivers package.

sudo yum install -y nvidia-conf-xconfig nv-docker-gpus

3. Reboot the system to load the drivers and to update system configurations.

sudo reboot

4. After the system has rebooted, verify that the drivers have been loaded and are handling
the NVIDIA devices.

nvidia-smi
The output should show all available GPUs.
Example: Output from a DGX-1 system

ittt et et +
| NVIDIA-SMI 450.51.05 Driver Version: 450.51.05 CUDA Version: 11.0 |
|———— o —— o +
| GPU Name Persistence-M | Bus-Id Disp.A | Volatile Uncorr. ECC |
| Fan Temp Perf Pwr:Usage/Cap| Memory-Usage | GPU-Util Compute M. |
| + + |
| 0 Tesla V100-SXM2... On | ...00:06:00.0 Off | 0 |
| N/A 33C PO 45W / 300W | OMiB / 32480MiB | 0% Default |
o o o +
| 1 Tesla V100-SXM2... On | .00:07:00.0 Off | 0 |
| N/A 35C PO 44W / 300W | OMiB / 32480MiB | 0% Default |
- - -—— = +
e o e +
| 7 Tesla V100-SXM2... On | .00:8A:00.0 Off | 0 |
| N/A 34C PO 44W / 300W | OMiB / 32480MiB | 0% Default |
o o o +
o +
Processes: GPU Memory

| |
|  GPU PID Type Process name Usage |
I I
| |

No running processes found

3.3.4. Installing the NVIDIA Container Runtime

1. Install Docker 1.13 from the centos-extras repository.

sudo yum install -y docker

2. Install the NVIDIA Container Runtime group.
sudo yum groupinstall -y 'NVIDIA Container Runtime'

3. (DGX Station A100 only): Restart the nv-docker-gpus service.

$ sudo systemctl restart nv-docker-gpus

4. Run the following command to verify the installation.

» |If the R418 driver package is installed:

sudo docker run --security-opt label=type:nvidia container t --rm nvcr.io/
nvidia/cuda:10.0-base nvidia-smi

» If the R450 driver package is installed:

sudo docker run --security-opt label=type:nvidia container t --rm nvcr.io/
nvidia/cuda:11.0-base nvidia-smi

The output should show all available GPUs.
Example: Output on a DGX -1 system

| NVIDIA-SMI 450.51.05 Driver Version: 450.51.05 CUDA Version: 11.0 |
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| s === B B +
| GPU Name Persistence-M | Bus-Id Disp.A | Volatile Uncorr. ECC |
| Fan Temp Perf Pwr:Usage/Cap| Memory-Usage | GPU-Util Compute M. |
| + + |
| 0 Tesla V100-SXM2... On | ...00:06:00.0 Off | 0 |
| N/A 33C PO 45w / 300W | OMiB / 32480MiB | 0% Default |
e e e e e e +
| 1 Tesla V100-SXM2... On | .00:07:00.0 Off | 0 |
| N/A 35C PO 44w / 300W | OMiB / 32480MiB | 0% Default |
o e —— e +
e e e e e e L L e e e et +
| 7 Tesla V100-SXM2... On | ...00:8A:00.0 Off | 0 |
| N/A 34cC PO 44w / 300W | OMiB / 32480MiB | 0% Default |
e e e e e e +
R e e b +
| Processes: GPU Memory |
|  GPU PID Type Process name Usage |
| |
| No running processes found

e +

See the section Running Containers for more information about this command. For a
description of nvcr.io, see the NGC Registry Spaces documentation.

3.4. Installing Diagnostic Components

NVIDIA System Management (NVSM] provides the diagnostic components for NVIDIA DGX
systems. NVSM is a software framework for monitoring NVIDIA DGX server nodes in a data
center. It includes active health monitoring, system alerts, and log generation. The NVSM
CLI can also be used for checking the health of and obtaining diagnostic information for DGX
Station workstations.

Note: The diagnostic components for NVIDIA DGX systems require Python 3. It is available from
the Cent0S Software Collections Repository (https://wiki.centos.org/AdditionalResources/
Repositories/SCL). The Fedora EPEL repository also contains a version of Python 3; however,
this combination has not been tested.

1. Install the CentOS Software Collections Repository (https://wiki.centos.org/
AdditionalResources/Repositories/SCL).

sudo yum install centos-release-scl
2. Enable the testing repository.
a). Install the yum utilities if you have not already done so.
sudo yum -y install yum-utils

b). Use yum-config-manager to enable the testing repository.

sudo yum-config-manager -enable centos-sclo-rh-testing

3. Install Python 3.6.
sudo yum install -y rh-python36

E Important: The diagnostic components for NVIDIA DGX systems are not supported with the
python3 package. Be sure to only install the rh-python36 package.
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4. Install the DGX System Management package group.
sudo yum groupinstall -y 'DGX System Management'

For information about using NVSM, see the NVIDIA System Management documentation.

3.9. Replicating the EFI System Partition
on DGX-2 or DGX A100

This section applies only to the NVIDIA DGX-2 and DGX A100.
Once the 'DGX System Management’ group is installed, the 'nvsm’ tool can be used to
replicate the EFI system partition (ESP) onto the second M.2 drive.

Important: Run these steps ONLY IF

» You are installing CentOS on the NVIDIA DGX-2 or DGX A100, and

» You installed CentOS on the RAID 1 array per instructions in the section Installing on DGX-2
or Installing on DGX A100 as appropriate.

1. Start the NVSM tool.
sudo nvsm

2. Navigate to /systems/localhost/storage/volumes/md0.
nvsm-> cd /systems/localhost/storage/volumes/md0

3. Start the rebuild process.
nvsm(/systems/localhost/storage/volumes/md0) -> start rebuild
a). At the first prompt, specify the second M.2 disk.

PROMPT: In order to rebuild this volume, a spare drive
is required. Please specify the spare drive to
use to rebuild mdO.
Name of spare drive for md0 rebuild (CTRL-C to cancel): nvmelnl

This should be the M.2 disk on which you did NOT install the ESP.

» If you followed the instructions in the section Installing on DGX-2, this should be

‘nvmelnl’

» If you followed the instructions in the section Installing on DGX A100, this should be
‘nvme2nl’

b). At the second prompt, confirm that you want to proceed.

WARNING: Once the volume rebuild process is started, the
process cannot be stopped.
Start RAID-1 rebuild on md0? [y/n] y

Upon successful completion, the following message should appear indicating that the

ESP has been replicated:

/systems/localhost/storage/volumes/md0/rebuild started at 2019-03-07
14:40:55.844542

RAID-1 rebuild exit status: ESP REBUILT

If necessary, the RAID 1 array is rebuilt after the ESP has been replicated.

Finished rebuilding RAID-1 on volume mdO
100.0% [ ]
Status: Done
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3.6. Installing Optional Components

The DGXis fully functional after installing the components as described in Installing Required
Components. If you intend to launch NGC containers (which incorporate the CUDA toolkit,
NCCL, cuDNN, and TensorRT] on the DGX system, which is the expected use case, then you
can skip this section.

If you intend to use your DGX system as a development system for running deep learning
applications on bare metal, then install the optional components as described in this section.

1. Install the CUDA toolkit.

sudo yum install cuda

2. Install the NVIDIA Collectives Communication Library (NCCL] Runtime.

sudo yum groupinstall 'NVIDIA Collectives Communication Library Runtime'

3. Install the CUDA Deep Neural Networks (cuDNNJ Library Runtime.

sudo yum groupinstall 'CUDA Deep Neural Networks Library Runtime'

4. Install NVIDIA TensorRT.

sudo yum install tensorrt

3.7. Applying an NVIDIA Look and Feel to
the Desktop User Intertace

If the GNOME Desktop is installed, you can optionally apply an NVIDIA look and feel to the
desktop user interface by applying the NVIDIA theme to applications and the shell, and using
NVIDIA images for the desktop background and lock screen.

The GNOME Desktop must already be installed and running on your system. If SOFTWARE
SELECTION was set to Server with GUI when you installed CentOS, the GNOME Desktop

is already installed. If the GNOME Desktop is not installed, you must install the x window
System and GNOME package groups.

1. Install the DGX Desktop Theme package group.
sudo yum groupinstall -y 'DGX Desktop Theme'

2. Start gnome-tweaks.
3. In the Appearance window that opens, under Tweaks, click Extensions.
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Q Tweaks
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Adjustment
Lock Screen
Image

Adjustment
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Zoom -
{None) B
Zoom -

4. In the Extensions window that opens, set Extensions in the title bar and User themes to

ON.
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Q Tweaks Extensions n ] e a ®
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Fonts OFF
Keyboard & Mouse
Launch new instance
OFF
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OFF
Startup Applications
Top Bar Top icons
OFF
Windows
Workspaces User themes E
Window list
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5. Stop and restart gnome-tweaks.

6. Inthe Appearance window that opens, apply the NVIDIA theme to applications and the
shell, and use NVIDIA images for the desktop background and lock screen.

al. Under Themes, in the drop-down lists for Applications and Shell, click Nvidia.
b). Under Background and Lock Screen, click the Image file selector.

c). In the Image window that opens, select an NVIDIA DGX Station background image, for
example, NVIDIA DGX Station Background B.JPG, and click Open.
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3.8.  Managing CPU Mitigations

DGX Software for CentOS includes security updates to mitigate CPU speculative side-channel
vulnerabilities. These mitigations can decrease the performance of deep learning and machine
learning workloads.

If your installation of DGX systems incorporates other measures to mitigate these
vulnerabilities, such as measures at the cluster level, you can disable the CPU mitigations for
individual DGX nodes and thereby increase performance. This capability is available starting
with DGX Software for CentOSsoftware version EL7-20.02.

3.8.1. Determining the CPU Mitigation State of the
DGX System

If you do not know whether CPU mitigations are enabled or disabled, issue the following.

$ cat /sys/devices/system/cpu/vulnerabilities/*

» CPU mitigations are enabled if the output consists of multiple lines prefixed with

Mitigation:.

Example
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KVM: Mitigation: Split huge pages

Mitigation: PTE Inversion; VMX: conditional cache flushes, SMT vulnerable

Mitigation: Clear CPU buffers; SMT vulnerable

Mitigation: PTI

Mitigation: Speculative Store Bypass disabled via prctl and seccomp

Mitigation: usercopy/swapgs barriers and _ user pointer sanitization

Mitigation: Full generic retpoline, IBPB: conditional, IBRS FW, STIBP:
conditional, RSB filling

Mitigation: Clear CPU buffers; SMT vulnerable

» CPU mitigations are disabled if the output consists of multiple lines prefixed with

Vulnerable.

Example

KVM: Vulnerable

Mitigation: PTE Inversion; VMX: vulnerable

Vulnerable; SMT vulnerable

Vulnerable

Vulnerable

Vulnerable:  user pointer sanitization and usercopy barriers only; no swapgs
barriers

Vulnerable, IBPB: disabled, STIBP: disabled

Vulnerable

3.8.2.  Disabling CPU Mitigations

CAUTION: Performing the following instructions will disable the CPU mitigations provided by
the DGX Software for CentOS.

1. Apply the dgx*-no-mitigations profile.
» Ona DGX-2 system, issue

$ sudo tuned-adm profile dgx2-no-mitigations

» Ona DGX-1 system, issue

$ sudo tuned-adm profile dgx-no-mitigations

» On a DGX Station workstation, issue
$ sudo tuned-adm profile dgxstation-no-mitigations

Reboot the system.
Verify CPU mitigations are disabled.

$ cat /sys/devices/system/cpu/vulnerabilities/*
The output should include several vulnerable lines. See Determining the CPU Mitigation
State of the DGX System for example output.

3.8.3. Re-enabling CPU Mitigations

1. Apply the dgx*-performance package.

» Ona DGX-2 system, issue
S sudo tuned-adm profile dgx2-performance

» Ona DGX-1 system, issue
$ sudo tuned-adm profile dgx-performance

» On a DGX Station workstation, issue
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$ sudo tuned-adm profile dgxstation-performance

2. Reboot the system.
3. Verify CPU mitigations are enabled.

$ cat /sys/devices/system/cpu/vulnerabilities/*
The output should include several Mitigations lines. See Determining the CPU Mitigation

State of the DGX System for example output.
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Chapter 4. Using the NVIDIA Mellanox
InfiniBand Drivers

The DGX software stack for Red Hat-derived operating systems does not include the Mellanox
OpenFabrics Enterprise Distribution [MLNX_OFED) for Linux. This is to ensure that the
MLNX_OFED driveris in sync with the Red Hat distribution kernel. This section describes
how to download, install, and upgrade MLNX_OFED on systems that are running Red Hat
Enterprise Linux.

4.1.  Determining the MLNX_OFED

Version to Install

NVIDIA validates each release of NVIDIA EL7 software with a specific MLNX_OFED version.
Consult the NVIDIA EL7 release notes for the recommended MLNX_OFED version to install for
a particular version of NVIDIA EL7 software.

The following table provides a quick reference for tested versions.

Red Hat Enterprise Linux Version MLNX_OFED LTS Version
79 4.9-2.2.60
7.8 4.9-0.1.7.0
7.7 4.7-3.2.9.0

4.2. Installing the NVIDIA Mellanox
InfiniBand Drivers

This section describes how to install MLNX_OFED on systems that do not yet have it installed.
It is imperative that a validated MLNX_OFED version is used for the RHEL version that the
DGX system is running. Note that the “yum update” command that is run before installing the
NVIDIA driver will update the system to the latest Red Hat Enterprise Linux version.

1. Determine which version of Red Hat Enterprise Linux is installed on the DGX system.

DGX Software with Cent0S RN-09301-002 v04 | 57


https://docs.nvidia.com/dgx/dgx-rhel-sw-release-notes/index.html

Using the NVIDIA Mellanox InfiniBand Drivers

cat /etc/redhat-release

2. Determine the appropriate MLNX_OFED software bundle to install..
Refer to Determining the MLNX_OFED Version to Install.

3. Download the MLNX_OFED software bundle.

a). Visit the Linux InfiniBand Drivers page, scroll down to the Download wizard, and then
click the LTS Download tab.

NVIDIA EL7 software is tested only with LTS versions of MLNX_OFED.
b). At the MLNX_OFED Download Center matrix, choose

» The version to install ([you may need to select Archive Versions),
» RHEL/CentO0S (under OS Distribution), and

» The relevant OS Distribution Version and Architecture.

c). Click the desired ISO/tgz package.

To obtain the download link, accept the End User License Agreement.

4. After downloading the correct MLNX_OFED software bundle, proceed with the installation
steps.

al). Re-visit the MLNX_OFED Software Releases site and select the MLNX_OFED software
version you intend to use.

b). Use the side menu to navigate to Installation->Installing MLNX_OFED, and follow the
instructions.

5. Install nvidia-mlnx-config.

sudo yum install -y nvidia-mlnx-config
6. Install kernel headers and development packages for your kernel.
These are needed for the ensuing DKMS compilation.

sudo yum install -y kernel-headers-$(uname -r) kernel-devel-$ (uname -r)

7. After installing the MLNX_OFED drivers, install the NVIDIA peer memory module.

sudo yum install -y nvidia-peer-memory-dkms
8. Load the nv_peer mem module, either
» Manually, by issuing sudo systemctl start nv_peer mem, OF

» Set up the system to start it automatically on every system boot as follows.

al. Create afile /etc/modules-load.d/nv-peer-mem.conf with contents
‘nv_peer mem'.

b). Issue sudo dracut --force /boot/initramfs-$ (uname -r).img $ (uname -
r)
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c). Reboot the system.

B Note: While in-box drivers may be available, using the in-box drivers is not recommended as
they provide lower performance than the official MLNX OFED drivers and they do not support
the GPUDirect™ RDMA feature. For more information on configuring the in-box drivers, see
the following Red Hat Enterprise Linux documentation:

» Configuring InfiniBand and RDMA Networks, and
» InfiniBand and RDMA Related Software Packages

4.3. Updating the NVIDIA Mellanox
InfiniBand Drivers

This section describes how to update MLNX_OFED on systems that already have it installed.
The Mellanox InfiniBand Drivers in RPM packages are precompiled for a specific kernel
version. It is imperative that a validated MLNX_OFED version is used for the Red Hat
Enterprise Linux version that the DGX system has been updated to. There is no need

to uninstall the current MLNX_OFED first, because the "'mlnxofedinstall” script will
automatically uninstall any previously installed versions.

= Note: The MLNX_OFED drivers support Red Hat Enterprise Linux weak-modules script. This
means that any updates to the kernel within the same Red Hat Enterprise Linux version (for
example, 7.9) will not require an update to the MLNX_OFED driver.

1. Upgrade the Red Hat Enterprise Linux release and kernel version.
sudo yum update

2. Determine which version of Red Hat Enterprise Linux is installed on the DGX system.
cat /etc/redhat-release

3. Determine the appropriate MLNX_OFED software bundle to install.
Refer to Determining the MLNX_OFED Version to Install.

4. Download the MLNX_OFED software bundle.

a). Visit the Linux InfiniBand Drivers page, scroll down to the Download wizard, and then
click the LTS Download tab.

NVIDIA EL7 software is tested only with LTS versions of MLNX_OFED.
b). At the MLNX_OFED Download Center matrix, choose

» The version to install ([you may need to select Archive Versions),
» RHEL/Cent0S (under OS Distribution), and
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» The relevant OS Distribution Version and Architecture.

c). Click the desired ISO/tgz package.

To obtain the download link, accept the End User License Agreement.
5. Mount the downloaded ISO somewhere on the system.

The following example shows the ISO being mounted on the /mnt directory.
sudo mount MLNX OFED LINUX-<version>.iso /mnt

6. Prepare to install the driver.

a). Remove nvidia-mlnx-config and nvidia-peer-memory-dkms.
sudo dnf remove -y nvidia-mlnx-config nvidia-peer-memory-dkms
The mlnxofedinstall step will remove packages prior to installing new ones, causing
nvidia-mlnx-config and nvidia-peer-memory-dkms to fall out because they
depend on some of these removed packages. Removing those components ahead of
time avoids issues. These will be reinstalled as a final step.

b). Specify the new kernel version to use when installing the driver.
NEXTKERNEL=S$ (sudo grubby --default-kernel | sed 's/.*vmlinuz\-//g'")

7. Install the driver with the -k and -s flags to specify the new kernel version and kernel
source path.

sudo /mnt/mlnxofedinstall -k ${NEXTKERNEL} -s /lib/modules/${NEXTKERNEL} /build --
force

Note: The system may report that additional software needs to be installed before
performing the installation. If such a message appears, install the software and then retry
installing the MLNX_OFED driver.

8. Reboot.

sudo reboot

9. Reinstall nvidia-mlnx-config and nvidia-peer-memory-dkms.

sudo yum install -y nvidia-mlnx-config nvidia-peer-memory-dkms

10.Load the nv_peer mem module, either

» Manually, by issuing sudo systemctl start nv_peer mem, O

» Setup the system to start it automatically on every system boot as follows.
al). Create a file /etc/modules-load.d/nv-peer-mem.conf with contents
"nv_peer_mem“.

b). Issue sudo dracut --force /boot/initramfs-$ (uname -r).img $ (uname -
r)

c). Reboot the system.

DGX Software with Cent0S RN-09301-002 v04 | 60



Chapter 5.  Running Containers

The following is an example of running the CUDA container from the NGC registry.

sudo docker run --security-opt label=type:nvidia container t --rm nvcr.io/nvidia/
cuda:10.0-base nvidia-smi

Note: To accommodate SELinux, the DGX software stack includes a package (nvidia-
container-selinux] that defines a policy for allowing containers to access NVIDIA GPUs.
The --security-opt option in the command sets the corresponding label type permitting the
specified container to access NVIDIA GPUs. If SELinux is removed or disabled, then the --
security-opt option is not needed.
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Chapter 6. Configuring Storage - NFS

Mount and Cache

The DGX servers and the DGX Station include multiple SSDs for data caching or data storage.

>

>

>

>

The DGX-1 server contains four SSDs to be used in a RAID 0 configuration.

The DGX-2 server contains 8 or 16 SSDs to be used in a RAID 0 configuration.

The DGX A100 server contains 4 or 8 SSDs to be used in a RAID 0 configuration.

The DGX Station contains three SSDs to be used in a RAID 0 or RAID 5 configuration.

For the DGX servers, these SSDs are intended to be used as a data cache for NFS mounted
directories. For the DGX Station, these SSDs are intended to be used either for local persistent
storage or as a data cache for NFS mounted directories. If you are using these SSDs as a data
cache for NFS mounted directories, you must set up your own NFS mounted directories for
long-term data storage.

The following instructions describe how to mount the NFS directories onto the DGX system,
and how to cache the NFS using the DGX SSDs for improved performance.

Make sure that you have an NFS server with one or more exports with data to be accessed
by the DGX System, and that there is network access between the DGX System and the NFS
server.

1.

Install the nfs packages.

$ sudo yum install nfs-utils

2. Configure an NFS mount for the DGX.

a). Edit the filesystem tables configuration.
sudo vi /etc/fstab

b). Add a new line for the NFS mount, using the local mount point of /mnt.
<nfs_ server>:<export path> /mnt nfs
rw,noatime, rsize=32768,wsize=32768,nolock, tcp,intr, fsc,nofail 0 O

/mntis used here as an example mount point.

Consult your Network Administrator for the correct values for <nfs_server> and
<export_path>.
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The nfs arguments presented here are a list of recommended values based on typical

use cases. However, “fsc” must always be included as that argument specifies use of
FS-Cache.

c). Save the changes.
3. Verify the NFS server is reachable.

ping <nfs server>

Use the server IP address or the server name provided by your network administrator.
4. Mount the NFS export.

sudo mount /mnt

/mnt is the example mount point used in step 1.
5. Verify caching is enabled.

cat /proc/fs/nfsfs/volumes

Look for the text Fsc=yes in the output. The NFS will be mounted and cached on the DGX
System automatically upon subsequent reboot cycles.
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Appendix A. Changing the BMC Login

The NVIDIA DGX server includes a base management controller (BMC) for out-of-band
management of the DGX system. NVIDIA recommends disabling the default username and
creating a unique username and password as soon as possible.

A.1.  Changing the BMC Login on the
DGX-1

1. Log into the BMC.
al. Open a browser within your LAN and go to http://<BMC-ip-address>/.

Use Firefox or Internet Explorer. Google Chrome is not officially supported by the
DGX-1 BMC.

b). Log in, using qct.admin/qct.admin for the User ID/Password.
2. Select Configuration - Users.

< NVIDIA.

adsmin padminkarame] Refresh

Dashboard  Server information  ServerHealth  Configuration  Remote Control - Maintenance  Frmware Update HELF

Allive Directony
Dashboard e

Dashbeard ghees the overall infarmation abaut the status of LOARVE-Directory penr,

Device Information Hiouse Moge Sensar Monitaring

Firmiwars Revdsion: 33030 Metwark

Firmmare Build Time: Sep 30 INT 142546057 | LAN Port Status Sengor Reading

BIOS ¥ersian: SN NG PEF &  Temp_Owiet w|C o

Ewxgpandier Firraware Version; 0500

BME NIE: Dedicated N1 = ® | Tamparorg i i

Sysiem MAC Femote Session @ TempGRGRU 2w y]
-1 : OCP Mezz 4B ER4CISEIE Services @  TemporoRuz Seni B
-2 DCP Mgz B EBACISRAD e a

BMIC Dabe & Time: Thu, 13 Dec 2018 2225004 = ®  Tomp GPGRUE EERSS -

BAC Chigsat: AST2500 : P e o

PEUT MER Beviskan: 01 5L -

PEUT Firrrware Verskan:00.02.09 ears @ TempGPGRUS [ »

PSU2 MR Revisian: 01

PSUZ Firreware Versian:00,03.07 Virtual Media % | Tamp GESRLE 3 2

PSUI MR Revision: 91

P53 Femare Version00.03.07 SMMF Community W TeHipARRE i A

PEU4 MR Rewision: 01 @ Power GPGRUD dawans &

PEL Farmresare Versian00.03.07

GPUD harket Rarme; Tesl I00-5xM2-3268 @ Power GRGAUN aoiiats S

sber] DES-896-
EPL N PN RTIe L1 o @ Power GRGPUZ  alwams O
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3. Add a new user.
a). Select an empty field and click Add User.

< NVIDIA.

qet.admin (sdministrator) Refresh Print Logout

Dashboard  Server Information  Server Health  Configuration Remote Control

Maintenance Firmware Update HELF

User Management

The list below shows the current list of available users. To delete or modify a user, select the user
name from the list and click "Delete User® or "Maodify User", To add a new user, select an
unconfigured slot and click "Add User”

Mumber of configuned users: 2

UserlD & Username 2 User Access 5 Network Privilege 3 SNMPv3 Status  Emall ID 3

1 ANOMMSUS Disabled Administrator Disabled ~
2 qet.admin Enabled Administrator Disabled -
3 Ry = 2 = =
4 - - - - -
5 = s = Fe =
.E - - - - -
? - - - - .
E - . — - -
g o, - P . -
10 - - ~ - ~
Add User Madify Lser Delate User

b). Enter new user information and click Add.
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Confirm Password
User Access

Metwaork Privilege
Extended Privileges
SNMPY3 Status
SNMPY3 Access
Authentication Protocol
Privacy Protocol

Emiail ID

Email Format

Mew 55H Key

| Administrator  §

Enable

=

2 KV B iedia
~ Enable

Read Only s

SHA |

[ DES &

~ AMI-Format $

Choose File Mo file chosen

Ei
Add User
Username admin
Password Size £16Bytes 20 Bytes
Password

Add Cancel

4. Log out and then log back in as the new user.

5. Select Configuration - Users.

6. Disable User Access for the user gct.admin.

a). Select the user gct.admin user and select Modify User
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< NVIDIA.

admin (Administrator) Refresh Print Logout

Dashboard  Server Information  Server Health  Configuration Remote Control

Maintenance  Firmware Update HELF

User Management

The list belaw shaws the current list of avaitable users, To delete or modify a user, select the user
name from the list and click "Delete User” or "Modify User”. To add a new user, select an
uncenfigured slet and click "Add User®

Mumber of configured users: 3

UseriD 3 Username A User Access 3 Network Privilege 3 SNMPv3 Status & Email ID 2

1 ANGNYMous Disabled Administrator Disabled =
2 getsdmin  Enabled Administrator Disabled =
3 admin Enabled Administrator Disabled =
4 - ey . - .
5 - - - - -
[ - - - - -
? - . - (= -
E - - - - -
g - - - - -
14 - - - - -

Add Usar Modify Liser Dalate UWsar

b). Deselect Enable in User Access and click Modify.
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Modify User

Changing the BMC Login

Username

Password Size
Password

Confirm Password
User Access
Metwork Privilege
Extended Privileges
SNMPY3 Status
SNMPY3 Access
Authentication Protocol
Privacy Protocol
Ernail ID

Email Format
Uploaded 55H Key

Mew 55H Key

get.admin
| Change Password

16 Bytes 20 Bytes

[ |Enable

| Administrator  +
E3 KV B VMedia
| Enable

|

[

| |

| AMI-Farmat

Mot Available

Cheose File Mo file chosen

Modify

c). Ensure User Access is disabled for the user gct.admin.
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< NVIDIA.

admin (Administrator) Refresh

Pring

Changing the BMC Login

Logout

Dashboard  Server Information  Server Health  Configuration  Remote Control

Maintenance  Firmware Update

User Management

HELP

The list bebow shaws the current list of available users, To delete or mndil'].ra user, select the user
narne from the list and click "Delete User” or "Modify User®. To add a new user, select an

uncenfigured slot and dick "Add User”

Mumber of configured users: 3

UserlD 3 Usermame A User Acoess 3 Metwork Privilege 2 SNMPv3 Status - Email ID

1 ANGAYMaus Dizabled Administrator Disabled -
2 get.admin Dizabled Administrator Disabled -
3 admin Enakbled Administrator Disabled &
4 — — . - -
5 - a a . -
[ - - = - -
? - -~ - - -
E . . - . -
q - - - - -
10 - = - a =
Add Lispr Modify Usar Dalote Lsar

7. Log out.

A.2.  Changing the BMC Login on the

DGX-2 or DGX A100

1. Log into the BMC.

a). Open a browser within your LAN and go to https://<BMC-ip-address>/.

b). Log in, using admin/admin for the User ID/Password.
2. Select Settings from the left-side navigation menu.
3. Select the User Management card.
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0 & 5 B

Captured BE30D External User Services KM Mouse Setting Log Settings
]
-
-
-_—
Media Redirection Settings MNetweork Settings M¥Me Management PAM Order Settings
Y e =9 #*
Platferm Event Filter Services SMTP Settings S5L Settings
O b (1 e
System Firewall User Management Video Recording

4. Click the green Help icon (?] for information about configuring users, then add a new user
with unique username and strong password.

Log out and then log back in as the new user.
Select Settings - User Management.
Disable the admin and anonymous users.
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Appendix B. Using Custom DGX

Software Utilities for the
DGX Station

The DGX Software includes custom utilities for maintaining the DGX Station persistent storage.
Custom utilities for managing and obtaining diagnostic information for the DGX Station were
included only in version EL7-20.01 of the DGX Software.

B.1. Rebuilding or Re-Creating the DGX
Station RAID Array

Failure of a single drive in a RAID 5 array is a recoverable error but the failure causes data
redundancy for the array to be lost. After replacing a single failed SSD in a RAID 5 array,

you must rebuild the array to restore data redundancy for the array. Failure of any number
of SSDs in a RAID 0 array and failure of more than one S5D in a RAID 5 array are both
unrecoverable failures. After replacing the SSDs in response to an unrecoverable failure, you
must re-create the array.

If the DGX Station RAID array is degraded because one or more SSDs failed, replace each
failed SSD as explained in DGX Station User Guide.

The DGX Station software includes the custom script configure raid array.py for
rebuilding or re-creating the RAID array.

» Torebuild a RAID 5 array after replacing a single failed SSD, run the following command:

$ sudo configure_raid array.py -r

B Note: The time required to rebuild a RAID 5 array depends on factors such as system load,
SSD capacity, and the number of SSDs in the array. Rebuilding the array of three 1.92-
terabyte SSDs in the DGX Station may require several hours.

You can monitor the progress of a long-running rebuild by examining the contents of the /
proc/mdstat file:

$ cat /proc/mdstat
Personalities : [raidO] [linear] [multipath] [raidl] [raid6] [raid5] [raid4]
[raidl0]
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md0 : active raid5 sdb[0] sdd[3] sdc[l]
3750486016 blocks super 1.2 level 5, 512k chunk, algorithm 2 [3/2] [UU_]
(> e et ettt e e ] recovery = 4.0% (75580956/1875243008)
finish=438.3min speed=68419K/sec
bitmap: 2/14 pages [8KB], 65536KB chunk

unused devices: <none>
In this example, the rebuild is 4.0% complete and the rebuild is estimated to finish in 438.3
minutes.

> To re-create a RAID 5 array after replacing more than one failed SSD, run the following
command:

$ sudo configure raid_array.py -c -5 -f

CAUTION: Specify the -c option only if an unrecoverable failure, such as the failure of more
than one SSD, has occurred. The -c option erases all data in the array.

» Tore-create a RAID 0 array after replacing any number of failed SSDs, run the following
command:

$ sudo configure_raid array.py -c -£
The RAID array is rebuilt or re-created with the RAID level that you specified.

> |If you re-created a RAID 0 or RAID 5 array, all data that was on the array is erased after
array is re-created.
> |If you rebuilt a RAID 5 array, the data on the array is preserved after array is rebuilt.

If you have re-created a RAID 0 or RAID 5 array and have a backup of data on the array that you
want to preserve, restore the data from the backup.

B.2. Changing the RAID Level of the RAID
Array

During the initial installation of the DGX software on Cent0S, the data SSDs in the DGX Station
are configured as a RAID 0 or RAID 5 array. If your requirements for redundancy or storage
capacity change, you can change the RAID level of the array from the level that was initially
configured.

Before changing the RAID level of the DGX Station RAID array, back up all data on the array
that you want to preserve. Changing the RAID level of the DGX Station RAID array erases all
data stored on the array.

The DGX Station software includes the custom script configure raid array.py, which you
can use to change the level of the RAID array without unmounting the RAID volume.

» To change the RAID level to RAID 5, run the following command:
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$ sudo configure_ raid_array.py -m raid5

Note:

After you change the RAID level to RAID 5, the RAID array is rebuilt. A RAID array that is
being rebuilt is online and ready to be used, but a check on the health of the DGX Station
reports the status of the RAID volume as unhealthy. Therefore, avoid checking the health of
the DGX Station while the RAID array is being rebuilt. For more information, see EL7-20.01
Only: Checking the Health of the DGX Station.

The time required to rebuild the RAID array depends on the workload on the system. On an

idle system, the rebuild might be complete within 30 minutes.

» To change the RAID level to RAID 0, run the following command:

$ sudo configure_raid_array.py -m raid0

To confirm that the RAID level was changed as required, run the 1sbl1k command. The entry in
the TYPE column for each SSD in the RAID array indicates the RAID level of the array.

The following example shows that the RAID level of the array is RAID 0. The name of the RAID
volume is md0 and the mount point of the volume is /raid.

~$ 1sblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
sda 8:0 0 1.8T 0 disk

| sdal 8:1 0 487M 0 part /boot/efi
| sda2 8:2 0 1.8T 0 part /

sdb 8:16 0 1.8T 0 disk

| _mdO 9:0 0 5.2T 0 raid0 /raid

sdc 8:32 0 1.8T 0 disk

| mdo 9:0 0 5.2T 0 raid0 /raid

sdd 8:48 0 1.8T 0 disk

| _mdO 9:0 0 5.2T 0 raid0 /raid

B.3. EL7-20.01 Only: Checking the Health
of the DGX Station

B Note: Starting with release EL7-20.02, the NVIDIA System Health Checker (nvhealth] tool is
replaced by NVIDIA System Management (NVSM). For information about how to use NVSM to
perfrom this task, see Show Health in NVIDIA System Management User Guide.

The DGX Station provides the NVIDIA System Health Checker (nvhealth] tool to exercise the
system and verify its health. The output of nvhealth is an itemized list of checks and their
status, typically Healthy or Unhealthy. On a healthy system, all checks should return Healthy.
You should investigate any checks that return Unhealthy to determine their root cause and
resolve them.

To check the health of the DGX Station, run the following command:
$ sudo nvhealth [-k output-file]
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output-file

The name and the path of the file in which the raw state of the system is written. The
nvhealth command displays this file name at the end of the output from the command.

If you omit the output file, the information is written to the file /tmp/nvhealth-
log.random-string.jsonl, for example, /tmp/nvhealth-log.6wf3WriAC3.jsonl.

Note:

If you run the nvhealth command while the RAID array is being rebuilt after a change in RAID
level to RAID 5, nvhealth reports the status of the RAID volume as unhealthy. To avoid this
potentially misleading result, wait until RAID array is rebuilt before running nvhealth.

To check the progress of the rebuild and show the percentage complete and an estimate of the
time to completion, run this command:
# cat /proc/mdstat

Personalities : [raid6] [raid5] [raid4] [linear] [multipath] [raidO] [raidl]
[raidl0]
md0 : active raidb sdb[0] sdc[l] sdd[2]
181764096 blocks super 1.2 level 5, 512k chunk, algorithm 2 [4/3] [UUU ]
[===>.0000000000000000 ] recovery = 17.2% (10426232/60588032)
finish=45.8min speed=18238K/sec

B.4. EL7-20.01 Only: Collecting
Information for Troubleshooting the
DGX Station

Note: Starting with release EL7-20.02, the tool to collect troubleshooting information
(nvsysinfo) toolis replaced by NVIDIA System Management (NVSM). For information about
how to use NVSM to perfrom this task, see Dump Health in NVIDIA System Management User
Guide.

To help diagnose and resolve issues, the DGX Station provides a tool to collect troubleshooting
information for NVIDIA Support Enterprise Services.

The tool verifies basic functionality and performance of the DGX Station and collects the
following information in an xz-compressed tar archive:

> Log files
» Hardware inventory

» SWinventory

To collect information for troubleshooting the DGX Station, run the following command:

sudo nvsysinfo [-o output-file]
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output-file
The path of the file in which the information is written.

If you omit the output file, the name of the file to which the information is written is /tmp/

nvsysinfo-host-name-timestamp.tar.xz.

Use any method that is convenient for you to send the file to NVIDIA Support Enterprise
Services. For example, send the file as an e-mail attachment.
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Appendix C. Expanding the DGX Station
RAID Array

After adding SSDs to the DGX Station, you must expand the RAID array to add the new SSDs
to the array. The procedure for expanding the RAID array is the same for all supported RAID

levels.

Add the extra SSDs to the DGX Station as explained in DGX Station User Guide.

Because expanding a RAID array risks loss of data, ensure that you have a backup of data on
the array that you want to preserve.

This task requires sudo privileges.

Use standard Linux operating system commands to expand the DGX Station RAID array.

1. Obtain the device IDs of the SSDs that were added by searching for 1.8 T drives that aren’t
mounted in the output from the Isblk (http://manpages.ubuntu.com/manpages/bionic/
man8/lsblk.8.html] command.

$ 1lsblk

In the following example, the device IDs of the SSDs that were added are sde, sdf, sdg,

and sdh.
S 1sblk

NAME
sda

| sdal
| sda2
sdb

| md0
sdc

| md0
sdd

| md0
sde
sdf
sdg
sdh

MAJ:

QO 00 O O O O W O W O OV O O

N RO
=
=z
2

:16
:0

:32
:0

:48
:0

: 64
:80
: 96
1112

ecNeoloNoNoloNoloNoNoNoNoNe]

SIZE RO TYPE MOUNTPOINT
1.8T 0 disk

487M 0 part /boot/efi
1.8T 0 part /

1.8T 0 disk

5.2T 0 raid0 /raid
1.8T 0 disk

5.2T 0 raid0 /raid
1.8T 0 disk

5.2T 0 raid0 /raid
1.8T 0 disk

1.8T 0 disk

1.8T 0 disk

1.8T 0 disk

2. Add the SSDs that you added to the DGX Station to the RAID array.

$ sudo mdadm --add raid-device-path ssd-device-paths

raid-device-path

The device path of the RAID array, for example, /dev/mdo0.

ssd-device-paths

A space-separated list of the device paths of the SSDs that you added, in which each
path is of the form /dev/device-id.
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This example adds the SSDs with device paths /dev/sde, /dev/sdf, /dev/sdg, and /dev/
sdh to the RAID array with device path /dev/mdo.
sudo mdadm --add /dev/md0 /dev/sde /dev/sdf /dev/sdg /dev/sdh
3. Increase the number of devices in the RAID array to 7.
$ sudo mdadm --grow --raid-devices=7 raid-device-path
raid-device-path
The device path of the RAID array, for example, /dev/mdo.

E Note: Increasing the number of devices in the RAID array to 7 may require several hours
or even longer. If the system crashes, is shut down, or is rebooted while the number of
devices on the array is being increased, all data that was on the array is erased.

This example increases the number of devices in the RAID array with device path /dev/
mdo0 to 7.
$ sudo mdadm --grow --raid-devices=7 /dev/md0

4. Resize the file system that resides on the RAID array to use the additional physical space
in the array.

S sudo resize2fs raid-device-path
raid-device-path
The device path of the RAID array, for example, /dev/mdo0.

This example resizes the file system that resides on the RAID array with device path /dev/
mdO0.
S sudo resize2fs /dev/md0

The RAID array is expanded with its existing RAID level. The data on the array is preserved,
even if the array is a RAID O array.

DGX Software with Cent0S RN-09301-002 v04 | 77



Notice

This document is provided for information purposes only and shall not be regarded as a warranty of a certain functionality, condition, or quality of a product. NVIDIA
Corporation ["NVIDIA") makes no representations or warranties, expressed or implied, as to the accuracy or completeness of the information contained in this
document and assumes no responsibility for any errors contained herein. NVIDIA shall have no liability for the consequences or use of such information or for any
infringement of patents or other rights of third parties that may result from its use. This document is not a commitment to develop, release, or deliver any Material
(defined belowl), code, or functionality.

NVIDIA reserves the right to make corrections, modifications, enhancements, improvements, and any other changes to this document, at any time without notice.
Customer should obtain the latest relevant information before placing orders and should verify that such information is current and complete.

NVIDIA products are sold subject to the NVIDIA standard terms and conditions of sale supplied at the time of order acknowledgement, unless otherwise agreed
in an individual sales agreement signed by authorized representatives of NVIDIA and customer ("Terms of Sale”). NVIDIA hereby expressly objects to applying any
customer general terms and conditions with regards to the purchase of the NVIDIA product referenced in this document. No contractual obligations are formed
either directly or indirectly by this document.

NVIDIA products are not designed, authorized, or warranted to be suitable for use in medical, military, aircraft, space, or life support equipment, nor in applications
where failure or malfunction of the NVIDIA product can reasonably be expected to result in personal injury, death, or property or environmental damage. NVIDIA
accepts no liability for inclusion and/or use of NVIDIA products in such equipment or applications and therefore such inclusion and/or use is at customer’s own risk.

NVIDIA makes no representation or warranty that products based on this document will be suitable for any specified use. Testing of all parameters of each product
is not necessarily performed by NVIDIA. It is customer’s sole responsibility to evaluate and determine the applicability of any information contained in this document,
ensure the product is suitable and fit for the application planned by customer, and perform the necessary testing for the application in order to avoid a default of
the application or the product. Weaknesses in customer’s product designs may affect the quality and reliability of the NVIDIA product and may result in additional
or different conditions and/or requirements beyond those contained in this document. NVIDIA accepts no liability related to any default, damage, costs, or problem
which may be based on or attributable to: (i) the use of the NVIDIA product in any manner that is contrary to this document or (i) customer product designs.

No license, either expressed or implied, is granted under any NVIDIA patent right, copyright, or other NVIDIA intellectual property right under this document.
Information published by NVIDIA regarding third-party products or services does not constitute a license from NVIDIA to use such products or services or a warranty
or endorsement thereof. Use of such information may require a license from a third party under the patents or other intellectual property rights of the third party,
or a license from NVIDIA under the patents or other intellectual property rights of NVIDIA.

Reproduction of information in this document is permissible only if approved in advance by NVIDIA in writing, reproduced without alteration and in full compliance
with all applicable export laws and regulations, and accompanied by all associated conditions, limitations, and notices.

THIS DOCUMENT AND ALL NVIDIA DESIGN SPECIFICATIONS, REFERENCE BOARDS, FILES, DRAWINGS, DIAGNOSTICS, LISTS, AND OTHER DOCUMENTS
(TOGETHER AND SEPARATELY, "MATERIALS") ARE BEING PROVIDED “AS IS.” NVIDIA MAKES NO WARRANTIES, EXPRESSED, IMPLIED, STATUTORY, OR
OTHERWISE WITH RESPECT TO THE MATERIALS, AND EXPRESSLY DISCLAIMS ALL IMPLIED WARRANTIES OF NONINFRINGEMENT, MERCHANTABILITY, AND
FITNESS FOR A PARTICULAR PURPOSE. TO THE EXTENT NOT PROHIBITED BY LAW, IN NO EVENT WILL NVIDIA BE LIABLE FOR ANY DAMAGES, INCLUDING
WITHOUT LIMITATION ANY DIRECT, INDIRECT, SPECIAL, INCIDENTAL, PUNITIVE, OR CONSEQUENTIAL DAMAGES, HOWEVER CAUSED AND REGARDLESS OF
THE THEORY OF LIABILITY, ARISING OUT OF ANY USE OF THIS DOCUMENT, EVEN IF NVIDIA HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH DAMAGES.
Notwithstanding any damages that customer might incur for any reason whatsoever, NVIDIA's aggregate and cumulative liability towards customer for the products
described herein shall be limited in accordance with the Terms of Sale for the product.

Trademarks

NVIDIA, the NVIDIA logo, DGX, DGX-1, DGX-2, DGX A100, DGX Station, and DGX Station A100 are trademarks and/or registered trademarks of NVIDIA Corporation in
the Unites States and other countries. Other company and product names may be trademarks of the respective companies with which they are associated.

Copyright
© 2022 NVIDIA Corporation. All rights reserved.

NVIDIA Corporation | 2788 San Tomas Expressway, Santa Clara, CA 95051

www.nvidia.com
NVIDIA.


http://www.nvidia.com

	Table of Contents
	Introduction
	1.1. Related Documentation
	1.2. Prerequisites
	1.2.1. Access to Repositories
	1.2.1.1. NVIDIA Repositories
	1.2.1.2. CentOS Repositories

	1.2.2. Network File System
	1.2.3. BMC Password


	Installing CentOS
	2.1. Obtaining CentOS
	2.2. Booting CentOS ISO Locally
	2.3. Booting the CentOS ISO Remotely on the DGX-1, DGX-2, or DGX A100
	2.3.1. Booting the ISO Image on the DGX-1 Remotely
	2.3.2. Booting the ISO Image on the DGX-2 Remotely
	2.3.3. Booting the ISO Image on the DGX A100 Remotely

	2.4. Installing CentOS
	2.4.1. Installing on the DGX-1, DGX Station, or DGX Station A100
	2.4.2. Installing on the DGX-2
	2.4.3. Installing on the DGX A100


	Installing the DGX Software
	3.1. Configuring a System Proxy
	3.2. Enabling the Repositories
	3.3. Installing Required Components
	3.3.1. Installing DGX Tools and Updating Configuration Files
	3.3.2. Configuring the /raid Partition
	3.3.2.1. Configuring the /raid Partition as an NFS Cache
	3.3.2.2. Configuring the /raid Partition for Local Persistent Storage

	3.3.3. Installing and Loading the NVIDIA CUDA Drivers
	3.3.4. Installing the NVIDIA Container Runtime

	3.4. Installing Diagnostic Components
	3.5. Replicating the EFI System Partition on DGX-2 or DGX A100
	3.6. Installing Optional Components
	3.7. Applying an NVIDIA Look and Feel to the Desktop User Interface
	3.8. Managing CPU Mitigations
	3.8.1. Determining the CPU Mitigation State of the DGX System
	3.8.2. Disabling CPU Mitigations
	3.8.3. Re-enabling CPU Mitigations


	Using the NVIDIA Mellanox InfiniBand Drivers
	4.1. Determining the MLNX_OFED Version to Install
	4.2. Installing the NVIDIA Mellanox InfiniBand Drivers
	4.3. Updating the NVIDIA Mellanox InfiniBand Drivers

	Running Containers
	Configuring Storage - NFS Mount and Cache
	Changing the BMC Login
	A.1. Changing the BMC Login on the DGX-1
	A.2. Changing the BMC Login on the DGX-2 or DGX A100

	Using Custom DGX Software Utilities for the DGX Station
	B.1. Rebuilding or Re-Creating the DGX Station RAID Array
	B.2. Changing the RAID Level of the RAID Array
	B.3. EL7-20.01 Only: Checking the Health of the DGX Station
	B.4. EL7-20.01 Only: Collecting Information for Troubleshooting the DGX Station

	Expanding the DGX Station RAID Array

