
Linux Kernel Upstream Release Notes v6.11



Table of contents

Changes and New Features 4

Changes and New Features History 6

Linux Kernel Upstream Release Notes v6.11 1

Table of contents

Changes and New Features

Changes and New Features History



Linux Kernel Upstream Release Notes v6.11 2

Overview

Supported Uplinks to Servers

These release notes provide information on new features and supported NICs in Linux
Kernel Upstream.

Uplink/Adapter
Card

Driver
Name

Uplink Speed

BlueField-2

mlx5 In�niBand: SDR, FDR, EDR, HDR
Ethernet: 1GbE, 10GbE, 25GbE, 40GbE, 50GbE 1 ,
100GbE 1

BlueField

In�niBand: SDR, QDR, FDR, FDR10, EDR
Ethernet: 1GbE, 10GbE, 25GbE, 40GbE, 50GbE,
100GbE

ConnectX-7

In�niBand: EDR, HDR100, HDR, NDR200, NDR
Ethernet: 1GbE, 10GbE, 25GbE, 40GbE, 50GbE 1 ,

100GbE 1 , 200GbE 2 , 400GbE

ConnectX-6 Lx Ethernet: 1GbE, 10GbE, 25GbE, 40GbE, 50GbE 1

ConnectX-6 Dx
Ethernet: 10GbE, 25GbE, 40GbE, 50GbE 1 , 100GbE 1

, 200GbE 1

ConnectX-6

In�niBand: SDR, FDR, EDR, HDR
Ethernet: 10GbE, 25GbE, 40GbE, 50GbE 1 , 100GbE 1

, 200GbE 1

ConnectX-
5/ConnectX-5 Ex

In�niBand: SDR, QDR, FDR, FDR10, EDR
Ethernet: 1GbE, 10GbE, 25GbE, 40GbE, 50GbE,
100GbE

ConnectX-4 Lx Ethernet: 1GbE, 10GbE, 25GbE, 40GbE, 50GbE

ConnectX-4 In�niBand: SDR, QDR, FDR, FDR10, EDR
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Uplink/Adapter
Card

Driver
Name

Uplink Speed

Ethernet: 1GbE, 10GbE, 25GbE, 40GbE, 50GbE,
56GbE 3 , 100GbE

1. Speed that supports both NRZ and PAM4 modes in Force mode and Auto-
Negotiation mode.                                                                           

2. Speed that supports PAM4 mode only.     

3. 56GbE is an NVIDIA proprietary link speed and can be achieved while connecting an
NVIDIA adapter card to NVIDIA SX10XX switch series or when connecting an NVIDIA
adapter card to another NVIDIA adapter card.     

Supported HCAs Firmware Versions

Linux Kernel Upstream supports the following NVIDIA network adapter cards �rmware
versions:

Adapter Card Recommended Firmware Version

ConnectX-7 28.39.1002

ConnectX-6 Lx 26.39.1002

ConnectX-6 Dx 22.39.1002

ConnectX-6 20.39.1002

BlueField-3 32.39.2048

BlueField-2 24.39.2048

ConnectX-5 16.35.1012

ConnectX-4 Lx 14.33.1048

ConnectX-4 12.28.2006
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Changes and New Features
Upstream Kernel 6.11

Inter
nal
Ref.

Feature Description

Support
Added in
User Space
Version

Support
Added in
Firmware
Version

Core

383
224
6

Show SF
Device
IRQs

[ConnectX-5 and above that support SFs,
AFAIR] Added IRQs directory inside SF
SYSFS directory. This allows users to know
the mapping of SFs and their IRQs.

N/A N/A

380
749
3

Con�gurab
le SF EQs

[BlueField-2 and above and ConnectX-6
and above] Added support for setting a
maximum number of completion EQs for
SFs. It allows the user to set the number of
queues for an SF.

Devlink
xx.42.100
0

NetDev

363
944
6

Support
Lightweigh
t EQ

[BlueField-3] Page EQ is not created, and
no BOOT/INIT pages are allocated for non-
page supplier functions. Optimize RDMA
driver initialization by delaying QPs and the
corresponding CQs creation. Re-implement
write combining test with SQ, and optimize
for SF by reading the result from its parent
PF.

N/A
xx.41.027
0

361
246
9

Support
Hardware
GRO

[ConnectX-7] Added support for Hardware
GRO. Hardware GRO reduces CPU overhead
and improves throughput.

N/A
28.41.10
00

RDMA

391
041
8

Expose
req_transp
ort_retries
_exceeded
Counter

[All HCAs] Added support for exposing
req_transport_retries_exceeded counter
(per QP counter). It can be seen using the
RDMA statistics and it shows the number

N/A N/A
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Upstream Kernel 6.11

of times the requester detected transport
retries exceed error.

384
563
6

Support
Up to 23
Bits for
uar_page_i
ndex in
create_cq
Flow

[ ConnectX-7 ] Added support for allowing
users to perform create_cq with a
uar_page_index larger than 2^16 as
supported by the HW/FW.

rdma-core
53.0

N/A

VDPA

386
192
3

Pre-create
Hardware
VQs at
Device
Creation
Time

[ConnectX-6 Dx, ConnectX-7, BlueField-3]
Added support for pre-creating the VQs at
device creation time. This improves the
downtime for the Live Migration process.

N/A
22.41.10
00
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Changes and New Features
History
Upstream Kernel 6.10

Int
ern
al
Ref.

Feature Description

Suppor
t
Added
in User
Space
Version

Supp
ort
Adde
d in
Firm
ware
Versi
on

NetDev

37
87
03
5

Support
Matching on
l4_type for
ttc_table

[BlueField3] Added a feature that enables sending
CC IFA2.0 prob packets on the same LAG ports as
functional packets.

N/A
xx.41.
0332

36
02
81
4

Monitor
VFs/SFs

[ConnectX-6 DX and above] Added a feature that
exposes the out of bu�er counters on the VF/SF to
the VF/SF representor, to improve monitoring on
the host side.

N/A
12.37.
0118

RDMA

36
93
62
2

Limit UMAD
Receive List

[All HCAs] Added a feature that limits the amount
of MAD packets the kernel holds for the UMAD
clients. The driver would silently drop newly
received packets when the list is full, thus, limiting
the e�ects of a faulty or malicious user
over�owing the network with MADs.

N/A N/A

Upstream Kernel 6.9

Int
ern
al
Ref.

Feature Description Suppor
t
Added
in User

Supp
ort
Adde
d in
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Upstream Kernel 6.10

Space
Version

Firm
ware
Versi
on

NetDev

37
62
04
6

SyncE
Userspace
Support
through
Linux Kernel
DPLL
Subsystem

[All HCAs that support HCA.synce_registers.]
Added support to use Linux kernel DPLL
subsystem as a mechanism for working with clock
signals in NVIDIA's proprietary synchronous
ethernet protocol daemon. This new mechanism
enables the use of VFs and SFs.

synced
v1.4 -
https://
git-
nbu.nvi
dia.com
/r/plugi
ns/gitile
s/mlnx_
ofed/sy
nced/+/
refs/tag
s/1.4

N/A

34
12
91
8

Socket-
Direct multi-
PF Netdev

[ConnectX-6 DX and above with socket direct
support] Added support to create single netdev
abstraction for multiple socket-direct PFs of the
same port that run on multiple NUMA nodes. This
single netdev handles tra�c locally on each of the
NUMA nodes, without upper layer complexities.
This improves the applications' locality and
performance in a multi-NUMA system.

N/A
28.40.
0318

Upstream Kernel 6.8

Int
ern
al
Ref.

Feature Description

Suppor
t
Added
in User
Space
Version

Supp
ort
Adde
d in
Firm
ware
Versi
on

Core Features

34
03

Transitional
Virtio-net

[BlueField3] Introduced a v�o driver over virtio
devices to support the legacy interface

N/A N/A

https://git-nbu.nvidia.com/r/plugins/gitiles/mlnx_ofed/synced/+/refs/tags/1.4
https://git-nbu.nvidia.com/r/plugins/gitiles/mlnx_ofed/synced/+/refs/tags/1.4
https://git-nbu.nvidia.com/r/plugins/gitiles/mlnx_ofed/synced/+/refs/tags/1.4
https://git-nbu.nvidia.com/r/plugins/gitiles/mlnx_ofed/synced/+/refs/tags/1.4
https://git-nbu.nvidia.com/r/plugins/gitiles/mlnx_ofed/synced/+/refs/tags/1.4
https://git-nbu.nvidia.com/r/plugins/gitiles/mlnx_ofed/synced/+/refs/tags/1.4
https://git-nbu.nvidia.com/r/plugins/gitiles/mlnx_ofed/synced/+/refs/tags/1.4
https://git-nbu.nvidia.com/r/plugins/gitiles/mlnx_ofed/synced/+/refs/tags/1.4
https://git-nbu.nvidia.com/r/plugins/gitiles/mlnx_ofed/synced/+/refs/tags/1.4
https://git-nbu.nvidia.com/r/plugins/gitiles/mlnx_ofed/synced/+/refs/tags/1.4
https://git-nbu.nvidia.com/r/plugins/gitiles/mlnx_ofed/synced/+/refs/tags/1.4
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Upstream Kernel 6.10

93
1

Support
Over v�o

functionality for the VFs.

VDPA Features

30
16
49
3

Improve SW
Assisted Live
Migration
Downtime

[ConnectX-6 DX and above] Added a feature that
improves the downtime during live migration with
qemu and kernel vdpa (mlx5_vdpa). Downtime is
the period when tra�c cannot work due to queue
recon�guration and migration. It is improved
through the following changes:

During live migration, allowed re-mapping
only of the virtqueue descriptor area instead
of the whole VM memory which takes a long
time
Introduced a virtqueue resume option to
avoid virtqueue destruction and re-creation
cycle which takes a long time

QEMU
xx.39.
1002

Upstream Kernel 6.7

Int
ern
al
Ref.

Feature Description

Suppor
t
Added
in User
Space
Version

Supp
ort
Adde
d in
Firm
ware
Versi
on

ASAP Features

35
62
44
5

Aggregated
Port Speed
During Rate
Con�guratio
n

[ConnectX-5 Dx and above] Added support for
functions (PF,VF,SF) to utilize the maximum
aggregated link speed for transmission when LAG
is con�gured.
In this case, the aggregated link speed of both
ports, rather than the max link speed of single one,
is considered when using devlink rate and tc-
matchall to limit the transmission speed.

N/A N/A

Core Features

34
14

SF Creation
Time

[ConnectX-4 and above] Added a feature that
reduces SF creation time from 2.4s to < 500ms. SF

N/A 24.38.
xxxx
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Upstream Kernel 6.10

89
3

Optimization creation time per device was 2.4s before, which is
unacceptable for large scale applications (1k ~ 2k
SFs).

and
32.38.
xxxx

33
75
07
6

Synchronous
SF activation

[ConnectX-5 and above] Added devlink-nested to
show relationships between devlink instances
through devlink dev show/devlink port show
commands. Devlink SF activate command returns
before �nished to enable partial parallelization of
SFs activation and reduce time. Devlink port show
can be used to see when SFs are activated. In SFs
case, it shows the relationship between SF auxiliary
device devlink instance and the E-switch
representor devlink port.

iproute
2

N/A

32
83
51
7

Image Live
Migration

[ConnectX-7] Added a feature that enables live
migration support for image size above 4GB. This is
achieved by reading/writing the device state
from/to the FW in a chunk mode (i.e. small part per
read/write) instead of reading/writing the full
image at once.

N/A
28.39.
1002

NetDev Features

33
58
68
6

Increase
netdev
Interface
max num
Channels

[ConnectX-4 and above] Added a feature that
bumps the software upper bound of the netdev
max channels from 128 to 256. This is relevant for
systems with a high number of cores.

N/A N/A

Steering Features

34
16
34
0

Multicast
bridges
o�oad

[ConnectX-6 DX and above] Added the support
for multicast bridges' o�oad. Multicast packets
will be o�oaded by the HW and will not go up to
the kernel stuck.
The feature is enabled according to FW support.

N/A N/A

Upstream Kernel 6.6

Inter
nal
Ref.

Feature Description Suppor
t Added
in User
Space
Version

Suppo
rt
Added
in
Firmw
are
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Upstream Kernel 6.6

Versio
n

Core Features

341
595
3

Dynamic
EQ
allocation

Added a feature that modi�es driver completion
EQ allocation method to be dynamic (on-demand),
instead of a single static allocation of all
completion EQs on driver load. Meaning, only when
a completion EQ is needed, the driver will allocate
it, reducing the memory overhead of driver load.

N/A N/A

323
373
4

VFIO P2P
migration
support in
QEMU

[ConnectX-6 Dx and above] Added a mechanism
that safely starts and stops multiple VFIO devices
that might do P2P transactions between
themselves. Such mechanism didn't exist before,
and thus, VFIO migration was allowed only for VMs
with a single VFIO device. With this mechanism,
this restriction is lifted and VMs with multiple VFIO
devices can be migrated, given that all devices
support P2P VFIO migration.

N/A N/A

298
237
7

Live
migration
support
with IPsec
full o�oad

[ConnectX-7 and above] Added the option to do a
live migration on machine with IPsec enabled,
meaning we can have a VF on VM that has a valid
IPsec state and migrate it without having to
remove the IPsec.

N/A
28.38.
1002

246
110
5

Expose
max SF
con�gure
via devlink
resource

[ConnectX-4 and above] Added a feature to allow
user applications to view the maximum number of
SFs con�gured on the system via general linux API,
devlink resource.

N/A N/A

NetDev Features

303
797
2

Expose NIC
temperatur
e via
hardware
monitoring
kernel API

[ConnectX-5 and above] Added a feature that
exposes NIC temperature by implementing hwmon
kernel API (which are the standards that the
drivers follow, so that an application program can
scan for entries and access thermal sensors data
in a simple and consistent way via libsensors
userspace library).
For each one of the supported and exposed
thermal diode sensors, this feature exposes the
following attributes:

N/A xx.39.
1002
GA Rel
(rel-
12_39
_0054
)
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Upstream Kernel 6.6

1) Input temperature: the current measured
temperature.
2) Highest temperature: historically, the highest
temperature that have been measured.
3) Temperature label (Or name): depends on the
�rmware capability, if �rmware doesn't support
sensors naming, the fallback naming convention
would be: "sensorX", where X is the HW spec
(MTMP register) sensor index.
4) Temperature critical max value: refers to the
high threshold of Warning Event. Will be exposed
as `tempY_crit` hwmon attribute (RO attribute).
For example, for ConnectX5 HCA's, this
temperature value will be 105 Celsius, 10 degrees
lower than the HW shutdown temperature.
5) Temperature reset history: resets the highest
temperature value.

RDMA Features

284
415
9

Baremetal
MACsec
o�oad

[ConnectX-7 and above] Added support for
MACsec operations' o�oad to the HW, which
yields greater performance than software
counterpart, and most importantly enables
sending MACsec encrypted RoCE tra�c, which
isn't possible in software MACsec.

N/A
28.35.
0328+

Security Features

318
335
1

Support
IPSec
packet
o�oad in
switchdev
mode

[ConnectX-6 Dx and above] Added support for
IPSec packet o�oad in switchdev mode.

N/A N/A

300
060
5

Con�gurati
on from
VM/VF for
full o�oad
transport
mode

[ConnectX-6 Dx and above] Introduced two new
Boolean attributes of a port function: ipsec_crypto
and ipsec_packet. The goal is to provide a level of
granularity
for controlling VF IPsec o�oad capabilities, similar
to what is currently
o�ered in the software mode. This allows users to
decide if they want both
types of IPsec o�oad enabled for a VF, just one of
them, or none at all

iproute
2 v6.6

20.37.
1014
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Upstream Kernel 6.6

(which is the default).
A hypervisor-level control parameters to set the
IPsec functionality of PCI VF
devices passed through to guests. The
administrator of a hypervisor host may
choose to change the settings of a port function
from the defaults con�gured
by the device �rmware.

Steering Features

337
597
3

Forwarding
INT
packets

[Connect-6 DX, Connect-7, BlueField-2,
BlueField-3] Added support for matching over
BTH acknowledge bit using the mlx5dv_dr API.

N/A N/A

Upstream Kernel 6.5

Inter
nal
Ref.

Feature Description

Suppor
t Added
in User
Space
Version

Suppo
rt
Added
in
Firmw
are
Versio
n

ASAP Features

337
616
8

Bridge
Debuggabil
ity
Extensions:
Expose
FDB Data
via debugfs

[ConnectX-6 Dx and above] This new capability
improves the bridge's o�oad debuggability.

N/A N/A

Core Features

342
762
7

Full Chip
Reset on
BlueField-2
and
BlueField-3
DPUs

[BlueField-2 and BlueField-3] Added support for
full chip reset in DPU mode on BlueField-2 and
BlueField-3 DPUs, using mlxfwreset the "--sync 1"
option.
During this �ow, Arm is going through reboot and
�rmware is reloaded.

N/A
xx.38.
1002
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Upstream Kernel 6.5

340
578
9

Embedded
CPU Virtual
Functions

[BlueField-2 and BlueField-3] Enabled the creation
of Virtual Functions within the Arm.
Note: This capability requires setting the following
parameters:

In mlxcon�g: PF_NUM_OF_VF_VALID=True
For each Arm and Host PF: PF_NUM_OF_VF

N/A
xx.36.
1010

330
736
0

QEMU VFIO
Migration
pre-copy

[ConnectX-6 Dx and above] VFIO migration pre-
copy support extends basic VFIO migration by
allowing the device state's migration while the VM
and the device are running.
This new capability reduces migration downtime,
especially for devices that use a lot of resources.

QEMU
8.1

xx.37.
1014

300
115
00

Light
Weight
Local SFs

[ConnectX-5 and above] Probing local SFs with
devlink instance only. The local SFs-SFs spawns
over the device (PF/ECPF) which is the eSwitch
manager.
This new capability decreases the amount of time
needed to probe and con�gure SFs by saving the
time required for the devlink to reload the SF.

N/A N/A

283
194
3

4 Ports VF
LAG

[ConnectX-7] Enabled VF LAG over 4 ports HCAs.
Note: This capability is supported ONLY in LAGs
that included all HCA ports, e.g.: with 4 port HCA,
only 4 port LAG is supported. 2 ports or 3 ports
LAG is not supported.

N/A
xx.36.
1010

NetDev Features

332
023
6

Indication
for Packet
Drops due
to Severe
Steering
Errors

[All HCAs] This new capability exposes the
generated_pkt_steering_fail and
handled_pkt_steering_fail counters through the
devlink health reporter to provide the user an
indication on any severe Steering errors

N/A N/A

RDMA Features

337
663
4

RDMA,
Static Rate

This new capability reduces the time consumption
of “resolve route” during a large number of
rdma_cm connections establishment by setting
the rdma_cm RoCE static rate to 0.

N/A N/A



Linux Kernel Upstream Release Notes v6.11 14

Upstream Kernel 6.5

335
535
2

QKEY
Mitigation
in Kernel

[All HCAs] Non-privileged users are now blocked
by default from setting controlled/privileged
QKEYs (QKEY with MSB set).

N/A
xx.38.
1002

311
365
9

Expose DC
MRA Caps

[All HCAs] The current system behavior reports
only the value for the RC QPs, thus the users
running DC need to query this value and negotiate
server-client with this.
Up until now, the value for both RC and DC was set
to 16 which might have resulted in performance
issues. To avoid performance issues, we changed
the max outstanding DC atomic reads to 32, and
have di�erent RC and DC values.

N/A N/A

Upstream Kernel 6.4

Inte
rnal
Ref.

Feature Description

Suppo
rt
Added
in
User
Space
Versio
n

Supp
ort
Adde
d in
Firm
ware
Versi
on

ASAP2 Features

341
274
7

O�oad
ed
Connect
ions

[ConnectX-6 Dx and above] Added support for deleting
o�oaded connections by running conntrack -D.

N/A N/A

330
936
8

VxLAN
Group
Based
Policy
(GBP)
O�oad

[ConnectX-6 Dx and above] Added support for hardware
o�oad of VxLAN with GBP con�gured.

N/A N/A

320
440
1

Represe
ntor
Inside
Namesp
ace

[All HCAs] Added support for using switchdev mode for
a devlink device within a net namespace. This includes
full usage of uplink and VF representors within the net
namespace of the devlink device, enabling isolated
routing.

N/A N/A
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Upstream Kernel 6.4

318
055
6

OVS
O�oad
with
MACVL
AN
Interfac
e Above
Bond

[ConnectX-5 and above] Added support for OVS o�oad
when MACVLAN interface above bond is attached to
OVS bridge.

N/A N/A

318
054
8

CT with
Header
Rewrite

[BlueField-2] Added support for o�oading CT rules with
header rewrite of L3.

N/A N/A

315
844
9

CT with
NAT and
Mirrorin
g

[BlueField-2] Added support for o�oading CT rules with
NAT and mirroring.

N/A N/A

311
930
3

mlx5_vd
pa:
Mergea
ble
Bu�er
Support

[ConnectX-6 Dx and above] Added support for Enabled
Mergeable Bu�er feature on vdpa interfaces using vdpa
tool to achieve better performance with large MTUs.

iprout
e v6.3

xx.37.
1014

221
119
9

mlx5_vd
pa:
Posted
Interrup
ts

[ConnectX-6 Dx and above] Added support for posted
interrupts in mlx5_vdpa, allowing direct IRQ propagation
from the NIC to vCPU within the guest.

iprout
e v6.3

xx.37.
1014

270
000
2

Linux
Bridge
Multicas
t
O�oad

[ConnectX-6 Dx and above] Added support for multicast
control path packet snooping (IGMP/MLD) and o�oad of
MDB noti�cations in order to replicate multicast tra�c
to multiple destinations in the hardware.

N/A
xx.37.
1014

Core Features

319
618
4

Relaxed
Orderin
g in VFs

[ConnectX-6 and above] Added support for using
Relaxed Ordering in VFs directly and in VFs assigned to
QEMU. Relaxed Ordering can signi�cantly improve
performance on certain setups and, until now, it could be
used only in PFs.

N/A
xx.37.
1014
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Upstream Kernel 6.4

298
238
9

QEMU
Support
for
Device
Dirty
Page
Tracking

[ConnectX-7 and above] Added support for QEMU to do
device dirty page tracking during migration. This allows
QEMU to use this capability to mark only the pages that
were actually dirtied by the device as dirty instead of the
entire memory. This signi�cantly improves migration
downtime and makes migration feasible.
Note that device dirty page tracking with vIOMMU is not
yet supported.3196184

QEMU
v8.0

xx.36.
1010

NetDev Features

319
312
5

Hairpin
Queues
Con�gu
ration

[ConnectX-5 and above] Added the ability to con�gure
the number and size of hairpin queues through devlink
param command.
For example:
devlink dev param set pci/0000:08:00.0 name hairpin_queue_size value
512 cmode driverinit
devlink dev param set pci/0000:08:00.0 name hairpin_num_queues
value 1 cmode driverinit

N/A N/A

301
546
2

mlx5
driver
Page
Manage
ment
via
Kernel's
Page
Pool

[ConnectX-4 and above] Removed the internal Rx path
from the internal page cache to always use the kernel's
page_pool for improved performance.

N/A N/A

293
834
8

XDP
Enhanc
ements

[ConnectX-5 and above] Implemented the following
modi�cations in XDP in order to enhance performance:

1. Added XDP multi-bu�er support to the default RQ
type (Striding RQ).

2. Added support for XDP multi-bu�er redirect-in.
3. Allowed non-linear single-segment frames in XDP

TX MPWQE.

N/A N/A

RDMA Features

325
948
4

Monitori
ng VF
RoCE
Statistic

[All HCAs] Added support for the host system to expose
and utilize a VF representor to monitor and track the
same counters as the VF itself. This allows the host

N/A xx.37.
1014
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Upstream Kernel 6.4

s on the
Host
Side

system to keep track of various statistics associated
with the VF, even after it has been allocated to a VM.

232
071
8

Selectiv
e
Repeat
Protocol

[ConnectX-7 and above] Added support for Selective
Repeat (SR) protocol to be enabled by default. The SR
protocol retransmits only the speci�c damaged frame,
rather than resending all the previously sent frames. This
selective approach results in more e�cient utilization of
network bandwidth.

N/A
xx.37.
1014

Security

300
443
2

MACsec
Support
for
VLAN
with
Inner
and
Outer
Headers

[ConnectX-7 and above] Added support for MACsec
con�guration on top of a VLAN with both an inner and
outer headers.

N/A
xx.34.
1002

Steering

332
572
1

IB BTH
Matchin
g in
RoCE
Packets

[ConnectX-6 Dx and above] Added support for matching
the IB BTH in RoCE packets. This enables users to
perform monitoring based on speci�c values within the
BTH �eld, such as monitoring R oCEv2 CNP by matching
BTH opcode 0x81.

rdma-
core

N/A

220
556
3

Enhanc
ed
modify_
header
Firewall
Object
Design

[ConnectX-6 Dx and above] Updated the design of the
modify_header �rewall object to incorporate patterns
and arguments. This enhancement allows for the
handling of modify_header actions in a larger number of
�ows by utilizing a single pattern with di�erent
arguments across various �ows.

N/A N/A

Upstream Kernel 6.3

Inte
rnal
Ref.

Feature Description Suppo
rt
Added
in
User

Supp
ort
Adde
d in
Firm
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Space
Versio
n

ware
Versi
on

ASAP2 Features

320
672
1

Multipor
t E-
Switch

[ConnectX-6 Dx] Added support for Multiport E-Switch,
a mode where a single E-Switch connects all VPorts and
physical ports on the NIC. This allows for scenarios such
as sending tra�c from a VF created on PF0 to an uplink
that is natively associated with the uplink of PF1.

N/A N/A

317
977
2

CT UDP
Unidirec
tional
Tra�c
O�oad

[All HCAs] Added support for o�oading long-running
unidirectional UDP connection with conntrack.

N/A N/A

282
530
3

TC
Police
MTU
Match

[ConnectX-6 Dx and above] Added support for
o�oading TC police action MTU attribute, allowing users
to compare the pkt len to the MTU value. In addition,
support was added for o�oading TC police jump
conform-exceed control action.
Note: supported only in software steering mode

N/A N/A

268
118
5

O�oadi
ng of
GRE and
Geneve
Tunnels
for VF
Source
IPs

[ConnectX-6 Dx and above] Added support for
o�oading of GRE and Geneve tunnels when the source
IP address for the tunnel resides on a VF.

N/A N/A

Core Features

314
990
2

PCC
fwtrace

[ConnectX-6 Dx and BlueField-2] Added support for
installing a special user image into the �rmware, which
can be burned into either of two available slots for such
applications, which enables monitoring the image's
activities using the fw_tracer located inside the mlx5
driver. To view the output of the tracer, the user can
access trace point, but it is important to note that they
can only view traces that are generated after enabling
the trace point by using the following command: 'echo 1

N/A xx.37.
1xxx
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>
sys/kernel/debug/tracing/events/mlx5/mlx5_fw/enable'."

286
336
2

QEMU
Support
for Live
Migratio
n

[ConnectX-6 Dx and above] We have added support for
enabling migration of a QEMU VM with an assigned VF
from one source host to another destination host. This is
achieved as part of the general QEMU migration �ow,
which involves suspending the VF on the source host,
transferring all its data to the destination host, and
resuming the VF on the destination. It's important to
note that this migration feature includes only basic
functionality, and does not yet support advanced
features such as dirty page tracking or pre-copy.

QEMU
8.0

xx.36.
1010

NetDev Features

301
546
4

Improve
A�nity
Hints
Accordi
ng to
NUMA
Distanc
es

[All HCAs] Updated the binary NUMA preference for our
system to consider actual distances, so that remote
NUMA nodes with shorter distances are preferred over
farther ones, rather than relying solely on local/remote
distinctions.

N/A N/A

301
508
6

PTP
Assistan
t SyncE
Holdove
r

[ConnectX-6 Dx and above] Enhanced the PTP holdover
performance by integrating the nullf servo with the
SyncE daemon. Furthermore, we ensured that the PTP
holdover is fully supported through SyncE alone, in order
to meet our customers' expectations.

linuxpt
p

xx.36.
1010

RDMA Features

326
048
4

CC -
RTT
respons
e SL
(CNP
SL)

[ConnectX-6 Dx and above] Users can now customize
the DSCP value of RTT Response packets (in Ethernet,
using debugfs). This feature allows for prioritization of
RTT Response packets, preventing any delay that might
lead to incorrect congestion assumptions on the RTT
Requester side.

N/A
xx.37.
1xxx

301
987
5

IPsec
Full
O�oad
RoCE
Support
(also via

[ConnectX-7 and above] Added support for con�guring
IPsec even when all IPsec operations are completely
o�oaded to hardware. This feature not only provides a
signi�cant performance improvement but also enables
the use of IPsec over RoCE packets, which are outside
the network stack and cannot be used without full

iprout
e2

xx.34.
1002
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an SR-
IOV VF)

hardware o�oad. As a result, users can now leverage the
bene�ts of IPsec protocol with RoCE V2, even when
using SR-IOV VFs.

300
560
5

Fatal QP
Error
Logging

[All HCAs] W ith this feature, a kernel error log is now
generated when certain fatal QP errors occur.

N/A N/A

General

285
025
6

Support
Fast
Update
Encrypti
on Key

[ConnectX-6 Dx and above] Enhanced the performance
of DEK operations by introducing a DEK pool that serves
the same key purpose and utilizes bulk allocation,
destruction, and invalidation provided by �rmware. Users
can now retrieve a DEK object from the pool and update
it with a key using the modify_DEK command.

N/A
xx.33.
1048

Upstream Kernel 6.2

Inte
rnal
Ref.

Feature Description

Suppo
rt
Added
in
User
Space
Versio
n

Supp
ort
Adde
d in
Firm
ware
Versi
on

ASAP2 Features

325
829
1

TC
Rules:
Addition
al
Actions

[ConnectX-5 and above] Added support for adding TC
rules with trap action with additional actions (mirror and
pedit).

N/A N/A

Core Features

304
826
7

Migrata
ble Bit

[ConnectX-6 Dx and above] Added support for
Migratable Bit in Live Migration. Becasue some features
cannot be migrated, such as IPsec, for example, when VF
is marked as migratable, those features are disabled.
This feature allows the user to con�gure whether VF can
be migrated.

iprout
e2-
6.2.0

xx.34.
1002
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301
292
3

PRE_CO
PY
Migratio
n
Support

[ConnectX-6 Dx and above] Added support for
PRE_COPY migration. The optional PRE_COPY state
opens the saving data transfer FD before reaching
STOP_COPY and allows the device to dirty track the
internal state changes with the general idea to reduce
the volume of data transferred in the STOP_COPY stage.
In short, PRE_COPY helps reduce the downtime of the
VM.

QEMU
xx.35.
2000

NetDev Features

325
357
9

C-TAG

[ConnectX-4 and above] Fixed SR-IOV legacy to enable
VST C-TAG insertion when a guest tag is already present
on the packet. This change enables sending packets
with two cVLAN tags, where the outer cVLAN tag is
added by the eSwitch.

N/A N/A

264
525
9

Zerocop
y
Send�le

[ConnectX-6 Dx and above] Added support for a new
optional mode of TLS send�le(), in which the extra copy
is skipped. Removing this copy improves performance
signi�cantly, as TLS and TCP send�le perform the same
operations, and the only overhead is TLS header/trailer
insertion.

N/A N/A

RDMA Features

319
571
5

Expand
Rep
Counter
s

[ConnectX-5 and above] Adding RDMA tra�c-only
counters for rep devices. These counters can now be
read from host with ethtool or from sysfs and not only
from the cointainer.

N/A N/A

302
016
1

Open
Multiple
Blocks
AES-
XTS
Support

[BlueField-3 and above] Added support for open multiple
blocks of AES-XTS.
Prior to BlueField-3, encrypting only a single block at a
time is supported using NIC AES-XTS hardware engine.
Starting BlueField-3, AES-XTS multiblock encryption is
supported.

rdma-
core

N/A

General

304
212
6

Enhanc
ed CQE
Compre
ssion

[ConnectX-6 and above] Added support for the
enhanced version of the RX CQE compression hardware
feature. By compressing RX CQEs, the PCI bandwidth
utilization is imporved and the load on it are reduced.
The enhanced version of this device feature has
improved latency and CPU utilization.

N/A
xx.30.
1004
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272
490
1

IPsec
Packet
O�oad

[ConnectX-7 and above] IPsec packet o�oad is an
improved version of IPsec crypto mode.
In packet o�oad mode, the hardware is responsible to
trim/add headers in addition to decrypt/encrypt. In this
mode, the packet arrives to the stack as already
decrypted, and vice versa, for TX (exits to hardware as
not-encrypted).

N/A N/A

Upstream Kernel 6.1

Inte
rnal
Ref.

Feature Description

Suppo
rt
Added
in
User
Space
Versio
n

Supp
ort
Adde
d in
Firm
ware
Versi
on

Core Features

298
238
1

Live
Migratio
n Dirty
Page
Tracking
Support
in Linux

[ConnectX-7] The dirty pages tracking support enables
reducing downtime upon live migration. Once it is used,
only the pages that were really dirtied by the device will
be marked in QEMU as dirty and will be sent to the
target upon stop. Without dirty tracking, all RAM is
marked dirty so all RAM is resent upon stop and the
downtime is increased.

N/A
xx.35
.1012

270
134
9

Graceful
Shutdo
wn of
Parent
and
Page
Supplier

[All HCAs] Set default graceful period values for
functions based on their type. ECPFs will get graceful
period of 3 minutes, PFs get 1 minute, and VFs/SFs get
30 seconds.

N/A N/A

NetDev Features

302
016
8

Support
RSS
over
XSK
Queues

Use default RSS functionality to spread tra�c across
di�erent XSK queues instead of having to provide
explicit steering rules.

N/A N/A
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301
856
7

kTLS
O�oad

Added support of kTLS o�oad with key size of 256 bits. N/A N/A

263
339
7

Decoupl
e Flow
Steering

[All HCAs] Added support for Decouple Flow steering
into a separate module, making it loosely coupled and
thus easier to read, maintain, and debug.

N/A N/A

232
972
4

N Pulses
Per
Second
(NPPS)

[ConnectX-6 Dx and above] Enhanced NPPS to allow
setting a pulse period higher than 1 pulse per second
and to allow setting the pulse width.
If the width is unset, the driver implicitly sets it to half
the given period (the width should be less than the pulse
period). In this release, the pulse duration ranges
between 65536 NS?524288 NS.

N/A
xx.35
.2000

RDMA Features

317
365
6

RDMA
Security

[All HCAs] Addded support for the option to enable
remote invalidation when creating a new MKey. This way
the RKey for a memory region can be changed
frequently.

N/A N/A

301
975
5

Floating
LID
(FLID)

[ConnectX-7] Added support for Floating LID (FLID)
which can be used to identify a group of In�niBand
routers that allow communication with another subnet's
entity. With this feature, multiple routers can be used
per destination so that adaptive routing is supported.
The FLID feature needs support from components such
as the host, the subnet manager, the router, and more.
This feature is only supported on the host portion of the
sysrem.

N/A
xx.35
.2000

300
873
9

Firmwar
e Port
Selectio
n Based
on
Steering

[ConnectX-6 Dx and above] Added �rmware support to
allow explicit port selection based on steering and not
QP a�nity.
Use LAG Hash Mode for the HCA with two ports, if
supported. Make sure to keep port a�nity function in
LAG Hash Mode if it supports bypass select �ow table in
non-SwitchDev mode.

N/A
xx.34
.1000

General
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300
442
8

O�oadi
ng
MACsec
with
Replay
Protecti
on

[ConnectX-7 and above] Added driver support to allow
o�oading MACsec with replay protection enabled. This
provides protection against replay attacks while using
hardware o�oad.

IProut
e2
6.1.0

xx.34
.1002

300
442
6

O�oadi
ng
MACsec
with
EPN

[ConnectX-7 and above] Added driver support to allow
o�oading MACsec with extended packet number (EPN)
enabled. This feature extends the packet number �eld to
a 64 bit �eld allowing a longer lifetime of the MACsec
session.
FW version: xx.34.0364
User space:- IProute2 version 6.1.0

IProut
e2
6.1.0

xx.34
.1002

282
172
6

O�oadi
ng
MACsec

[ConnectX-7 and above] Added driver support to allow
o�oading MACsec. This feature adds support for
hardware o�oading for MACsec protocol with
encryption.
Adding/removing/updating SAs/SecYs is supported.
Note: Hardware o�oading for MACsec protocol with no
encryption/authentication is a separate feature and is
not part of this feature.

IProut
e2
6.1.0

xx.34
.1002

Unsupported Features

Inte
rnal
Ref.

Keyword Feature

294
277
3

Multi-
Block
Encrypti
on

[ConnectX-6 Dx, BlueField-2, and above] Multi-block encryption is
currently unsupported, due to a hardware limitation.

Upstream Kernel 6.0

Inte
rnal
Ref.

Feature Description Suppo
rt
Added
in
User
Space

Supp
ort
Adde
d in
Firm
ware
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Versio
n

Versi
on

ASAP2 Features

303
424
0

MC
O�oad
for OVS

[All HCAs] Added support for MC o�oad for OVS using
ovs mcast_snooping_enable con�guration.

N/A N/A

268
526
7

Remove
Depend
ency
Betwee
n SR-
IOV and
eSwitch
Mode

[All HCAs] Removed dependency between SR-IOV and
eSwitch mode. Currently, there are three eSwitch modes:
none, legacy, and switchdev (non of which are the
default mode). And when disabling SR-IOV, the current
eSwitch mode will be changed to none. This feature
removes eSwitch mode none and also removes
dependency between SR-IOV and eSwitch mode.

N/A N/A

266
689
2

Linux
Bridge
VLAN
Filtering
of 802.1
Q
Packets

[ConnectX-6 Dx]: Extended mlx5 Linux bridge VLAN
o�oad to support packets tagged with 802.1 Q VLAN
ethertype.

N/A N/A

264
121
8

Meterin
g
O�oad

[ConnectX-6 Lx, ConnectX-6 Dx and above] Added
support for per �ow metering using OVS or TC.

Open
vSwitc
h
v3.0.0

xx.34
.1002

Core Features

301
500
3

VNIC
Diagnos
tics
Counter
s

[ConnectX-4 and above] Added support for exposing
error counters on a VPort manager function for all other
VPorts. These counters can be used to detect malicious
users who are exploiting �ows that can slow the device.
The counters are exposed through debugfs under:
/sys/kernel/debug/mlx5/esw//vnic_diag/

N/A N/A

300
544
9

DevLink
Parallel
Comma
nd

[ConnectX-4 and above] In this feature, a global DevLink
mutex was removed, so running DevLink commands in
parallel on di�erent DevLink devices is possible. For
example, burning �rmware on afew cards on the same
host in parallel using DevLink API is now possible.

iprout
e2
code

N/A

NetDev Features
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301
506
3

XDP in
Switchd
ev Mode

[ConnectX-5 and ConnectX-6 Dx] Added XDP support
for uplink representors in SwitchDev mode.

N/A N/A

291
415
1

tx_port_
ts
Resilien
cy

[ConnectX-6 Dx and above] Added resiliency to the
tx_port_ts feature. private-�ag may be enabled via
ethtool tx_port_ts which provides a more accurate time-
stamp. In very rare cases, the said time-stamp was lost,
leading to losing the synchronization altogether. This
feature allows for fast recovery and allows to quickly
regain synchronization.

N/A
xx.
34.10
02

261
924
1

Protecti
on from
Flood
Attacks

[BlueField and above?] Upstream XDP program to
accelerate part of synproxy that generates and checks
SYN cookies, protecting from TCP SYN �ood attacks.
New upstream BPF helpers required for this program.

N/A N/A

209
292
4

TLS TIS
Pool

[TLS enabled devices???] Per-connection hardware TIS
objects is used to maintain the device TLS TX context.
Use a SW TIS pool for recycling the TIS objects instead
of destroying/creating them. This reduces the
interaction with the device via the FW command
interface, which increases the TLS connection rate.

N/A N/A

RDMA Features

301
527
9

Forward
ing
Packets
Into a
Level 0
Table

[All HCAs] Added support for a new software steering
action, mlx5dv_dr_action_create_dest_root_table(). This
action can be used to forward packets back into a level 0
table. As a table with level 0 is the kernel owned table,
this will result in injecting packets to the kernel steering
pipeline.

rdma-
core
v42.0

xx.34
.1002

281
626
1

UMR QP
Recilenc
y

[ ConnectX-5 and above ] Added a recovery �ow for the
driver's UMR logic so that other UMR requests can be
proccessed after the error UMR was dropped and the
UMR QP was reset. Previously, a faulty UMR request
would have moved the QP to error state and disable any
option to continue issuing UMRs.

N/A
xx.34
.1002

Upstream Kernel 5.19

Inte
rnal
Ref.

Feature Description Suppo
rt
Added
in

Supp
ort
Adde
d in
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User
Space
Versio
n

Firm
ware
Versi
on

ASAP2 Features

234
618
1

OVS
Failover
Improve
ment

[ConnectX-6 Dx] Improved OVS failover through support
for OVS groups in fast-failover mode + VF_LAG
con�guration with OVS.

N/A
xx.32
.1010

301
988
6

Filtering
Packets
per
Packet
VLAN ID

[ConnectX-6 Dx and above] Added support for �ltering
packets per packet VLAN ID.

N/A N/A

221
120
7

VDPA
Vendor
Statistic
s

[ConnectX-6 Dx and above] Added support for reading
vendor statistics for a given virtqueue.

iprout
e2

N/A

Core Features

296
776
9

Firmwar
e Pre-
Initializa
tion
Timeout
Improve
ment

[All HCAs] Increased the �rmware pre-initialization
timeout from 2 minutes to 2 hours when waiting for
�rmware during driver health recovery, allowing the
driver to passively recover from a �rmware reset, even if
the reset takes an unusually long time. Additionally,
added an exit clause to the wait for �rmware loop,
allowing immediate response to a user-initiated device
removal.

N/A N/A

278
377
7

Firmwar
e Reset
in DPU
NIC
Mode

[BlueField-2] Added support of Firmware Reset in DPU
NIC mode.

N/A N/A

Software Steering Features

288
507
3

IP
Explicit
Congest
ion
Noti�ca

[ConnectX-5 and above] ECN �eld is 2 bits in the tra�c
control IP header. This feature allows reliable
communication by notifying when congestion occurs by
modify ECN �eld to CE(b'11). Adds the ECN �eld
modi�cation support for IPv4 and IPv6 packets.

DPDK
22.07

xx.33
.1048
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tion
(ECN)

Upstream Kernel 5.18

Inte
rnal
Ref.

Feature Description

Suppo
rt
Added
in
User
Space
Versio
n

Supp
ort
Adde
d in
Firm
ware
Versi
on

ASAP2 Features

288
352
4

Multiple
VF/SF
Interfac
es in the
Shared
Block in
TC
O�oad

[ConnectX-5 and above] Added support for creation of
TC �ows on shared block of VF representors.

N/A N/A

242
974
9

sFlow
Samplin
g Rules
O�oad

[ConnectX-5 and above] Added support for sFlow
sampling rules o�oads. sFlow is an industry standard
technology for monitoring high speed switched
networks. Open vSwitch integrated sFlow to extend the
visibility into virtual servers, ensuring data center
visibility and control.

Not
suppo
rted

xx.29
.1016

220
416
1

VLAN
Push on
RX and
Pop on
TX

[ConnectX-6 Dx and above] Added support in SwitchDev
mode to push VLAN on RX (rules on uplink representor)
and pop on TX (rules on VF representor). This feature is
only supported in Software Steering mode.

N/A N/A

Core Features

262
674
3

Control
SF Class

[All HCAs] Added support for Control SF Class. Each PCI,
PF, VF, SF function, by default, has netdevice, RDMA, and
vdpa-net devices always enabled. This feature enables
the user to control which device functionality to
enable/disable.

N/A N/A
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RDMA Features

263
495
8

mlx5
VFIO CQ
Interrup
t Mode

[ConnectX-5 and above] Added support for mlx5 VFIO
CQ interrupt mode. This feature allows applications to
listen on and capture CQ complection events via the
Event Queue mechanism with mlx5 VFIO driver.

rdma-
core
v41

N/A

260
049
3

mlx5
VFIO
Asynchr
onous
Event

[ConnectX-5 and above] Added support for mlx5 VFIO
asynchronous event. This feature supports applications
to listen on and capture device asynchronous events via
the Event Queue mechanism with mlx5 VFIO driver.

rdma-
core
v41

N/A

Software Steering Features

289
504
3

Matchin
g
Granular
ity
Change

[ConnectX-5 and above] Added support for matching
granularity change. Currently when creating FDB �ow
with destination of VPORT, a src_port matching must be
added. This feature removes that limitation so a FDB
�ow can match all VPorts and go to a VPORT
destination. The new behavior is the same as as that on
�rmware steering.

rdma-
core

N/A

285
580
4

Full
Tunnel
Header
Matchin
g

[ConnectX-6 Dx and above] Added support for full
tunnel header matching. Currently, the full-tunnel-
header matching cannot be used along with many other
criteria within one matcher. This feature is to add the
support for that by using the new de�ner index, de�ned
in the �rmware, to build matcher so that the full tunnel
header matching can be used along with all other
criteria.

rdma-
core

xx.32
.1010

Upstream Kernel 5.17

Inte
rnal
Ref.

Feature Description

Suppo
rt
Added
in
User
Space
Versio
n

Supp
ort
Adde
d in
Firm
ware
Versi
on

ASAP2 Features
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266
811
2

Setting
VF
Group
Rate
Limit

[ConnectX-5 and above] Added support for setting VF
group rate limit using Devlink command.

iprout
e2
(devlin
k) 5.16

N/A

Core Features

265
819
7

Steering
of IPoIB
Packets
via
Ethtool

[All HCAs] Enabled steering of IPoIB packets via Ethtool,
in the same way it is done today for Ethernet packets.

N/A N/A

263
376
8

Memory
Improve
ments

[ConnectX-4 and above] Added support for providing
knobs which enable users to minimize memory
consumption of mlx5 functions (PF/VF/SF).

N/A
xx.32
.1010

233
968
0

512
vDPA
Interfac
es

[ConnectX-6 Dx and BlueField-2] Added support in
multiple �ow steering priorities for FDB rules.

N/A N/A

NetDev Features

280
149
6

Expose
FEC
Counter
s via
Standar
d
Ethtool
Interfac
e

[ConnectX-4 and above] Exposed Ethtool counters
which report FEC (forward error correction) statistics via
the 'ethtool -I --show-fec ethX' command.

fc_fec_corrected_blocks_laneX
rs_fec_corrected_blocks
fc_fec_uncorrectable_blocks_laneX
rs_fec_uncorrectable_blocks
phy_corrected_bitz

ethtoo
l v5.13

N/A

280
057
8

Ethtool
CQE
Mode
Control

[ConnectX-4 and above] Replaced the vendor-speci�c
Ethtool API (priv-�ag) with a standard Ethtool API
(replaced 'ethtool --set-priv-�ags ethX rx_cqe_moder
on/o� tx_cqe_moder on/o�' with 'ethtool -C ethX cqe-
mode-rx on/o� cqe-mode-tx on/o�').
This decreases the amount of vendor-speci�c
con�gurations and aligns mlx5 driver with the upstream
Ethtool API.

ethtoo
l v5.15

N/A

248
254

Reduce
Memory

[ConnectX-4 and above] Reduced memory consumption. N/A N/A
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4 Consum
ption

Previously, several hardware/memory resources were
pre-allocated per NetDev to serve a pre�xed maximum
allowed value. Now, the actual maximum is used instead
of the pre�xed theoretical maximum and resources are
allocated on demand, improving memory consumption.

Software Steering Features

233
834
4

Dumpin
g
Softwar
e
Steering
Informa
tion

[ConnectX-5 and above] Extended mlx5 debugfs
support to present Software Steering resources:
dr_domain including its tables, matchers, and rules.
The interface is read-only. While dump is being
presented, new steering rules cannot be
inserted/deleted.
This allows to see the existing steering con�guration
and to be able to debug steering issues.

N/A N/A

Upstream Kernel 5.16

Inte
rnal
Ref.

Feature Description

Suppo
rt
Added
in
User
Space
Versio
n

Supp
ort
Adde
d in
Firm
ware
Versi
on

ASAP2 Features

275
441
9

O�oad
Forwardi
ng to
Multiple
Destinat
ions

[ConnectX-5 and above] Added support for o�oading
packet replication to up to 32 destination through the
use of TC rule.

N/A N/A

266
688
7

Bridge
Spoof
Check

[All HCAs] Added support for spoof check with TC �ower
rules on representors attached to bridge to mirror spoof
check SR-IOV functionality.

N/A N/A

229
353
4

Tunnel
Rules
O�oad

[ConnectX-6 Dx and above] Added support for
o�oading tunnel rules when the source interface is
OpenvSwitch bridge (internal port).

N/A N/A

Core Features
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271
365
6

Single
IRQ for
PCI
Functio
n

[ConnectX-4 and above] Added support for single IRQ
for PCI function. To use a high number of VFs, a large
amount of IRQs is required which the device cannot
always support. This feature enables VFs to function
with a minimum of a single IRQ instead of two. This is
done via dynamic MSIX feature. In the case that dynamic
MSIX feature is not supported (old kernels), the following
con�guration will probe all VFs with single IRQ: $
mlxcon�g -d s NUM_VF_MSIX=0
STRICT_VF_MSIX_NUM=1.

N/A
xx.31
.1014

265
591
8

Steerin
g-Based
LAG

[ConnectX-6 Dx and BlueField-2] Added support to have
physical port selection based on the hash function
de�ned by the bond so that di�erent packets of the
same �ow will be egress from the same physical port.

N/A
xx.31
.2006

NetDev Features

281
660
3

Firmwar
e Health
Asserts
Enhanc
ement

[ConnectX-4 and above] Health bu�er now contains
more debug information like the epoch time in sec of the
error and the error's severity. The print to dmesg is done
with the debug level corresponding to the error's
severity. This allows the user to use dmesg attribute:
dmesg --level to focus on di�erent severity levels of
�rmware errors.

N/A
xx.32
.1010

230
027
8

SHAMP
O (GRO
O�oad)

[HCA?] Added support for SHAMPO (Split Header And
Merge Payload O�oad), a new functionality that enables
stitching of packets data to uni�ed skb representation
in the network stack to reduce per-skb overhead.

N/A N/A

RDMA Features

243
853
1

Lossy
RoCE

[ConnectX-5 and above] Extended the RDMA statistic
tool to support setting vendor-speci�c optional counters
dynamically using netlink. Added to mlx5_ib the
following optional counters:
cc_rx_ce_pkts,cc_rx_cnp_pkts,cc_tx_cnp_pkts. The
cc_rx_cnp_pkts,cc_tx_cnp_pkts
Example:
$ rdma statistic mode supported link rocep8s0f0/1 link
rocep8s0f0/1 supported optional-counters
cc_rx_ce_pkts,cc_rx_cnp_pkts,cc_tx_cnp_pkts $ sudo
rdma statistic set link rocep8s0f0/1 optional-counters
cc_rx_ce_pkts,cc_rx_cnp_pkts $ rdma statistic mode
link rocep8s0f0/1 link rocep8s0f0/1 optional-counters

iprout
2
v5.15.
0

xx.31
.1014
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cc_rx_ce_pkts,cc_rx_cnp_pkts $ sudo rdma statistic set
link rocep8s0f0/1 optional-counters cc_rx_ce_pkts $
rdma statistic mode link rocep8s0f0/1 link rocep8s0f0/1
optional-counters cc_rx_ce_pkts $ sudo rdma statistic
unset link rocep8s0f0/1 optional-counters
Note: Need ECN/PFC counter statistics based on VF

Steering UserSpace Features

268
092
4

Flow
Direct
to Port

[ConnectX-6 Dx] When using Socket-Direct NICs, each
interface may have di�erent PCIe IDs and even di�erent
domains where the NIC resides on multiple NUMA nodes.
The current logic is that interfaces which have the same
"system_image_guid" reside in the same physical NICs.
"native_port_num" represents interface index. When
using �rmware older than xx.32.1xxx, the original PCIe
BDF approach is used and can be queried at sysfs
"phys_switch_id" and "phys_port_name".

mlnx_
dpdk_
20.11

xx.32
.1010

244
163
3

MLX5D
R SF

[ConnectX-5 and above] Added support for up to 512
SFs with the mlx5dv_dr API.

rdma-
core
v38

N/A

Upstream Kernel 5.15

Inte
rnal
Ref.

Feature Description

Suppo
rt
Added
in
User
Space
Versio
n

Supp
ort
Adde
d in
Firm
ware
Versi
on

ASAP2 Features

225
040
9

Kernel
VDPA
Network
Devices

[ConnectX-6 Dx] Added support for virtio network
drivers utilizing VDPA interfaces. This requires recent
libvirtd and qemu.

quem
u and
libvirt
>= 6.0

N/A

219
309
2

VF
Group
Throttlin
g

[ConnectX-5 and above] Added support to allow user to
apply QoS con�guration of single function (VF, SF) or
group of functions using iproute2 devlink command.

iprout
e2
v5.13.
0

N/A
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korg
kernel
v5.15-
rc1

NetDev Features

219
236
5

Applicat
ion
Device
Queues
(ADQ)

[ConnectX-4 and above] Added driver-level support for
Application Device Queues. It allows partition de�ning
over the RX/TX queues into groups and isolates tra�c of
di�erent applications. This mainly improves predictability
and tail latency.

N/A N/A

RDMA Features

256
554
8

DV API
for DMA
GGA
memcpy

[BlueField-2 and above] DMA memcpy is one of several
Memory-to-Memory O�oads (MMO) available from
BlueField-2 onwards. It utilizes the GGA modules on the
DPU to perform DMA memcpy, thus improving
performance. The memcpy can be done locally, on the
same host, or between the host and the Arm. To use this
feature, expose DV API.

rdma-
core
only

N/A

245
204
5

mlx5
over
VFIO

[ConnectX-4 and above] Added support for mlx5 user
space driver over VFIO. This feature enables an
application to take full ownership on the opened device
and run any �rmware command (e.g., port up/down)
safely. The application look and feel is like regular RDMA
application over DEVX. It uses verbs API to open/close a
device and then mostly uses DEVX APIs to interact with
the device. New mlx5 DV APIs were added to get
ibv_device for a given mlx5 PCI name and to manage
device-speci�c events. For description of the relevant
APIs and expected usage of those APIs, look up the
following: mlx5dv_get_v�o_device_list()
mlx5dv_v�o_get_events_fd()
mlx5dv_v�o_process_events()

rdma-
core
v37

N/A

229
791
4

DV API
for AES-
XTS

[ConnectX-6 and above] Added DV API that allows
con�guration of MKey with AES-XTS crypto o�oads.
The MKey can be con�gured for both crypto and
signature o�oads.

rdma-
core
only

xx.31
.1014

171
106
6

Single
FDB

[All HCAs] Added support for bonding the uplink
representors under the same bond device so that a

N/A N/A
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single In�niBand device is created which can be used to
manage VPorts which are on both E-Switch managers.

Steering UserSpace Features

266
951
6

Extende
d Flex
Parser
Ability

[ConnectX-5 and ConnectX-6 Dx] Added userspace
ability to expose �ex parsers 4-7 provided by misc4 to
extend matching ability of �ex parsers. Now all �ex
parsers can be matched at the same time.

rdma-
core
v38

xx.32
.1xxx

266
941
9

Setting
DR
Matcher
Layout

[ConnectX-6 Dx] Added support for a new RDMA CORE
DR API to set the DR matcher layout by calling
mlx5dv_dr_matcher_set_layout. Setting the matcher
layout allows presetting the matcher size and increasing
matcher rule capacity as well as other performance
improvements in case matcher size is known.

rdma-
core
v37

N/A

261
689
7

Softwar
e
Steering
Stability

[ConnectX-6 Dx] Improved Software Steering rule
creation stability so that all rule's insertion occur in a
de�ned time using de�ned (export) size of Htble and
decreased use of dynamic allocation.

rdma-
core
v37

N/A

243
699
9

Softwar
e
Steering
Rule
Optimiz
ation

[ConnectX-6 Dx] Added Software Steering Rule
Optimization which improved rate of updating steering
rules, insertion, and deletion. The feature includes
de�ners, multi-qp approach, and better memory usage.

rdma-
core
v37

N/A

235
011
5

Softwar
e
Steering
Insertio
n Rate
Optimiz
ations

[ConnectX-6 Dx] Added support for better insertion rate
in software steering. This includes multi-QP which skips
areas in the code that may be for debug only.

rdma-
core
v37

N/A

224
882
7

mlx5dv_
dr
Support
of
Scalable
Functio
n

[All HCAs] Added mlx5dv_dr SF support. This feature
allows directing tra�c using mlx5dv_dr, dest_ib_port
action to a SF VPort.

rdma
core
v37

N/A

223
985

mlx5dv_
dr

[All HCAs] Feature Description: This feature allows
directing tra�c using mlx5dv_dr, dest_ib_port action to

rdma
core

N/A
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3 Support
for VF
LAG

any port on the e-switch, including the other PF. v37

Upstream Kernel 5.14

Inte
rnal
Ref.

Feature Description

Suppo
rt
Added
in
User
Space
Versio
n

Supp
ort
Adde
d in
Firm
ware
Versi
on

ASAP2 Features

219
807
1

Enlarge
Switchd
ev
Tables

[ConnectX-5 and above] Added support for allowing OVS
kernel to support up to 128 matches (groups) per table
and 16M entries per group.

N/A N/A

204
715
9

Bridge
O�oads
with
VLAN
Support

[ConnectX-6 Dx and above] Added support for bridge
o�oads with VLAN support that works on top of mlx5
representors in switchdev mode.

N/A N/A

ASAP2 and Steering Features

220
097
8

sFlow
Samplin
g Rules
O�oad

[ConnectX-5 and above] Added support for o�oading
sFlow sampling rules.

N/A N/A

RDMA Features

243
102
5

Raw
WQE

[ConnectX-5 and above] Added support for Raw WQE
(mlx5dv_wr_raw_wqe). This feature allows applications to
build a new custom work request (WQE) that is not
supported by the verbs or driver and post it on normal
QP. It is an extension for IBV work request (ibv_wr_*) with
mlx5-speci�c features for sending a work request.

rdma-
core
v36

N/A

235
695

ah_to_q
p

[ConnectX-6 Dx] Added support for mapping a QP to AH
over DEVX API, which enables DC/UD QPs to use

rdma-
core

xx.31
.1014
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7 Mappin
g

multiple CC algorithms in the same data center. v36

235
217
9

Relaxed
Orderin
g for
Kernel
ULPs

[ConnectX-4 and above] Added support for enabling
Relaxed Ordering for Kernel ULPs. Using relaxed ordering
can improve performance in some setups. Since kernel
ULPs are expected to support RO, it is enabled for them
by default so they can bene�t from it.

N/A N/A

233
981
4

Timesta
mp
Format
in QP
Databas
e

When the device works in real-time mode, and the CQ
was created with
IBV_WC_EX_WITH_COMPLETION_TIMESTAMP_WALLCLO
CK, the CQEs timestamps will be in a real-time format.

N/A N/A

216
318
6

ibv_quer
y_qp_da
ta_in_or
der()
verb

[All HCAs] Added support for
ibv_query_qp_data_in_order() API. This API enables an
application to check if the given QP data is guaranteed
to be in order, enabling poll for data instead of poll for
completion.

rdma-
core
v36

xx.31
.1014

174
816
9

DV
"Signatu
re API"

[ConnectX-5 and above] Added support for "Signature
API" which allows application-level data-integrity checks
via a signature handover mechanism. Various signature
types, including CRC32 and T10-DIF, can be
automatically calculated and checked, stripped, or
appended during the transfer at full wire speed.

rdma-
core
v36

N/A

Steering UserSpace Features

244
672
3

Duplicat
e Rules
Insertio
n

[ConnectX-5 and above] Added support for ability to
allow or prevent insertion of duplicate rules. This enables
to choose between the following behaviors:

1. Prevent duplicate rules, so that already-existing
rule and fail can be detected.

2. Allow duplicate rules, to enable updating the rule's
action (this will only take e�ect once the previous
rule is deleted). By default, duplicate rules are
allowed.

rdma-
core
v36

N/A

236
837
2

MLX5D
R
Packet
OK and

[ConnectX-6 Dx] Added support for new matching �elds
ipv4_checksum_ok and l4_checksum_ok. l3_ok, l4_ok.

rdma-
core
v36

xx.30
.1004
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Checksu
m
Checks

235
011
6

MLX5D
R Match
De�ner

[ConnectX-6 Dx] Added support for match de�ners
which are used internally in the mlx5dv_dr API. De�ners
allow �ltering on more packet �elds, improving the
packet rate and accelerates mlx5dv_dr API.

rdma-
core
v36

N/A

233
477
3

Matchin
g on
RAW
Tunnel
Headers

[ConnectX-5 and above] Added DR support for matching
on RAW tunnel headers using the misc5 parameters.
This feature allows matching on each bit of the header,
inducing reserved �elds.

rdma-
core
v36

N/A

Upstream Kernel 5.13

Inte
rnal
Ref.

Feature Description

Suppo
rt
Added
in
User
Space
Versio
n

Supp
ort
Adde
d in
Firm
ware
Versi
on

ASAP2 Features

257
679
0

O�oadi
ng
Extende
d
ct_state
Flags

[ConnectX-5 and above] Added support to o�oad
ct_state �ags rpl, inv, and rel. For rpl, support was added
for both set and not set matching o�oad (i.e., +rpl and -
rpl). For inv and rel, support was added only for the not
set option (i.e., -rel and -inv).

ovs
2.14.1

N/A

239
231
6

vDPA
Instance
s on
Scalable
Functio
ns

[ConnectX-5 and above] Allow to create vDPA instances
on Scalable Functions (subfunctions) using devlink
commands.

iprout
e 5.13

N/A

205
540
4

Uplink
Represe

[ConnectX-5, ConnectX-6, ConnectX-6 Dx and above]
Support for new_netdev mode in SwitchDev mode. The
new default behaviour is to always keep the NIC netdev.

N/A N/A
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ntor
Modes

ASAP2 and Steering Features

188
618
1

O�oadi
ng
sFlow
Samplin
g Rules

[ConnectX-6 Dx] Added support for o�oading sFlow
sampling rules.

N/A N/A

233
057
0

Simulta
neous
Activati
on of
CQE
Compre
ssion
and PTP

[ConnectX-4 and above] Added support for the
activation of PTP and CQE compression simultaneously.
Since CQE compression might harm the accuracy of the
PTP, the feature enables PTP packets to be moved to a
dedicated queue where they are not subjected to
compression.
However, this con�guration con�icts with setting aRFS.
Turning o� CQE compression, causes a hiccup in tra�c
which may cause a loss of synchronization. To overcome
this, restart the synchronization.
Note: this combination is supported only for Ethernet
driver. Other driver pro�les, like IPoIB and representors,
do not support this combination.

N/A N/A

NetDev Features

182
112
0

TLS RX
Hardwar
e
O�oad

[ConnectX-6 Dx and above] Added GA-level support for
hardware o�oad decryption of TLS tra�c over crypto-
enabled ConnectX-6 Dx NICs and above.

N/A
xx.28
.2006

225
799
3

TLS RX
Resynch
ronizatio
n
Resilien
cy

[ConnectX-6 Dx and above] Added support to have
driver resiliency against high load of RX resync
operations.

N/A N/A

222
588
2

ethtool
Extende
d Link
State in
mlx5e

[ConnectX-4 and above] Added ethtool Extended Link
State to mlx5e. ethtool can be used to get more
information to help the user troubleshoot the state. For
example, if there is no link due to a missing cable ($
ethtool eth1 ... Link detected: no (No cable)). Besides the
general extended state, drivers can pass additional
information about the link state using the sub-state

N/A N/A
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�eld (for example: $ ethtool eth1 ... Link detected: no
(Autoneg, No partner detected)). The extended state is
available only for some cases of no link; in other cases,
ethtool will print only "Link detected: no", as before.

Core Features

204
129
5

Scalable
Functio
ns
(Subfun
ctions)

[ConnectX-5 and above] Added support for scalable
functions (also called subfunctions). The feature enables
the user to create, con�gure, and deploy a scalable
functions (e.g., RDMA and networking applications) and
to assign them to a container when a container is
started via mlxdevm tool.
A scalable function can also be deployed in an untrusted
guest/host system from the NIC/DPU. This enables full
con�guration of the function and its representors from
the NIC/DPU before giving the function for a container
to run in a host system.
For more information, see
https://github.com/Mellanox/scalablefunctions/wiki/MLN
X_OFED-step-by-step-guide.

devm

xx.30
.1004
(Con
nect
X-5,
6, 6-
Dx)
xx.31
.1014
(Blue
�eld)

240
136
0

Reading
DSFP
Module
Informa
tion

[ConnectX-4 and above] Added support for reading
DSFP module information.
The change included adding new options to ethtool
netlink EEPROM module read API, to read speci�c page
and bank.

iprout
e2
5.13

xx.30
.1004

RDMA Features

240
463
9

Export
Object
IDs to
Users

[ConnectX-4 and above] Extended support for the
"rdma res show" command to SRQ and context
resources.

iprout
e2
v5.14

N/A

236
056
8

Huge
Page
Support
for devx
umems

[ConnectX-4 and above] Added support to allow DEVX
UMEM to be created with larger page sizes than 4K.
This is a must for some device objects (e..g. RegEx) and,
in any case, page size larger than 4K may need less MTTs
which may improve performance.
A new API mlx5dv_devx_umem_reg_ex() was added
which requests a speci�c page sizes. It enables better
application control on the required UMEM page size.

rdma-
core
V35

N/A

233
558

Dynami
cally

[ConnectX-5, ConnectX-6, ConnectX-6 Dx and above]
The number of MSI-X vectors is PCI property visible

N/A N/A

https://github.com/Mellanox/scalablefunctions/wiki/MLNX_OFED-step-by-step-guide
https://github.com/Mellanox/scalablefunctions/wiki/MLNX_OFED-step-by-step-guide
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6 Assign
MSI-X
Vectors
Count

through lspci, that �eld is read-only and con�gured by
the device.
The static assignment of an amount of MSI-X vectors
does not allow utilize the newly created VF because it is
not known to the device the future load and
con�guration where that VF will be used.
The VFs are created on the hypervisor and forwarded to
the VMs that have di�erent properties (for example
number of CPUs).
To overcome the ine�ciency in the spread of such MSI-X
vectors, we allow the kernel to instruct the device with
the needed number of such vectors, before VF is
initialized and bounded to the driver.

Steering Features

223
982
9

Match
on
Dynami
c
Con�gu
red Flex
Parser

[ConnectX-5 and ConnectX-6 Dx] Added support to
allow to match on dynamic con�gured �ex parser. The
PRM allows for con�guring a �ex parser by creating a
PARSE_GRAPH_NODE general object. This version
contains the support to match the parsed value using
this con�gured �ex parser using misc4 PRM struct
containing an index and value for the con�gured �ex
parser.

N/A N/A

Steering UserSpace Features

238
058
2

Pop
VLAN
on
VF/SF Tx
Directio
n

[ConnectX-6 Dx and above] Added support to pop VLAN
on VF/SF Tx direction.

rdma-
core
v35

N/A

236
336
0

Dump
Single
Flow

[ConnectX-5, ConnectX-6 Dx and above] Added support
to dump single �ow/rule with �ow-id.

rdma-
core
v35

N/A

Upstream Kernel 5.12

Inte
rnal
Ref.

Feature Description Suppo
rt
Added
in
User

Supp
ort
Adde
d in
Firm
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Space
Versio
n

ware
Versi
on

ASAP2 Features

240
242
9

Connect
ion
Tracking
Replay
State

[BlueField-2 with CentOS kernels] Added support for
matching on CT state replay.

iprout
e2
V5.12,
OVS
2.14.1

N/A

219
808
3

Connect
ion
Tracking
Mirrorin
g
O�oad

[ConnectX-5 and above] Added support for using
Mirroring O�oad with Connection Tracking.

N/A N/A

210
354
6

Tunnel
Rules
O�oad

[ConnectX-6 Dx] Added support for o�oading tunnel
rules when the source interface is VF (in addition to
uplink) in the Hypervisor.

N/A N/A

208
937
0

Kernel
Softwar
e
Steering
Connect
X-6 Dx
Support

[ConnectX-6 Dx] Added support for kernel software
steering on ConnectX-6 Dx adapter cards.

N/A N/A

NetDev Features

225
272
6

kTLS RX
and TX
Hardwar
e
O�oad
Support
for
BOND

[ConnectX-6 Dx and above] Added support in bond
driver to bene�t from kTLS o�oad on capable lower
devices.

N/A N/A

187
132
0

Tra�c
Enginee
ring—

[ConnectX-5 and above] This feature allows the user to
o�oad the HTB qdisc to the NIC, allowing it to scale
better by eliminating a single locking point. The
con�guration is done with the:) similar tc commands.

iprrout
e2
V5.12

xx.29
.2002
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Hierarch
ical QoS

186
905
0

WHAT-
JUST-
HAPPEN
ED-
support
for NICs

[ConnectX-4 and above] Added support for WJH on
NICs. WJH allows visibility of dropped packets and their
contents to increase ability for analysis and debugging.
WJH is a service in devlink context and it is already
implemented in the switch.
Note: processing dropped packets (even for visibility
purposes) may cause a degradation in performance and
leaves the driver vulnerable for malicious attacks. The
feature is disabled by default.

VLAN mismatch – existing generic trap
DEVLINK_TRAP_GENERIC_ID_DMAC_MISMATCH—
Traps received packets with wrong VLAN tag
DMAC mismatch – new generic trap
DEVLINK_TRAP_GENERIC_ID_DMAC_MISMATCH—
Traps received packets with wrong destination
MAC

Devlink provides an infrastructure called devlink trap
which allow a device to register / unregister and to
enable / disable traps. Devlink traps also provide traps
grouping and policing. The trapped packets are
monitored and then forward to the drop monitor. Drop
monitor is used to send noti�cations to user space
about dropped packets.
Note: For this release, WJH support for NICs will not
implement Policy.

Devlin
k
infrast
ructur
e

N/A

183
918
2

Synchro
nize
Hardwar
e Clock
to PTP
Signal
on
Connect
X-6 DX

[ConnectX-6 Dx] Added support for the hardware clock
device to be adjusted and provide timestamps which are
translated into real-time nanoseconds. This can be used
by the driver for PTP protocol.

rdma-
core
v34

xx.28
.1002

Core Features

247
969

Flex IO [ConnectX-7 and above] Added support for auxiliary
processor on NICs called Flex IO. It is possible to open a

N/A N/A

https://man7.org/linux/man-pages/man8/devlink-trap.8.html
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6 dedicated CQ for this processor in order to trigger it.
This requires support for opening a CQ without a valid
EQ number when the following conditions are met: (1)
HCA_CAP.apu = 1, (2) apu_thread_cq = 1 in CQC. In such
a case, EQ number should be set to 0xFFs on CQ
creation.

RDMA Features

239
205
8

ODP
Locking
Optimiz
ation

[ConnectX-4 and above] Added support for cleanup of
the synchronize_srcu() from the ODP �ow because it
was a time consuming part of dereg_mr.
Note: This only a�ects the driver and not the �rmware.

N/A N/A

235
945
2

NDR
Speed

[ConnectX-7] Added support for NDR Speed (400Gb/s
In�niBand rate) in mlx5 driver.

N/A N/A

232
066
2

DCT
Support
for
Connect
ion
Establis
hment
with
RDMA_
CM

[ConnectX-5 and above] Added support for the dv APIs
to allocate/deallocate a unique QP number that can be
used as DC QPN in RDMA_CM connection
establishment.

rdma-
core
v34

xx.29
.2002

Steering UserSpace Features

233
034
5

Connect
ion
Tracking
Window
Validatio
n

[ConnectX-6 Dx] Added support for ASO connection
tracking of action creation and modi�cation. This action
allows performing TCP connection tracking using
hardware o�oads. Using this o�oad, the validity of the
connection state of the incoming or outgoing packets
on this TCP connection can be examined. Also added the
ability for an ASO CT action created on one GVMI to be
used on di�erent GVMI.

rdma-
core
v34

xx30.
1004

227
582
9

mlx5dv_
dr API
Support
for GTP-
U
Extensio

[ConnectX-5 and ConnectX-6 Dx] A dded mlx5dv_dr API
support for matching on a new �eld
"gtpu_�rst_ext_dw_0". This �eld enables packet �ltering
based on the GTP-U �rst extension header (�rst dword
only).

rdma-
core
v34

xx.29
.1016
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n
Header

To enable parsing of tunnel GTP-U extension header, run
the following command. ./cloud_fw_reset.py
FLEX_PARSER_PROFILE_ENABLE=3.

226
419
0

Modifyi
ng
GTPU
TEID

[ConnectX-6 Dx and BlueField-2] Added support to
modify GTPU TEID. This support is experimental.
Modifying TEID requires con�guring �ex parser.

rdma-
core
v34

N/A

Upstream Kernel 5.11

Inte
rnal
Ref.

Feature Description

Suppo
rt
Added
in
User
Space
Versio
n

Supp
ort
Adde
d in
Firm
ware
Versi
on

Core Features

232
934
2

Auxiliary
Bus in
mlx5
Driver

[ConnectX-4 and above] Updated mlx5 driver to use
auxiliary bus in order to integrate di�erent driver
components into driver core and optimize module
load/unload sequences.

N/A N/A

NetDev Features

226
365
2

TX CQE
Error
Resilien
cy

[ConnectX-3 and ConnectX-3 Pro] Added TX CQE error
resiliency on mlx4 driver. When error CQE was found
while polling TX CQ, the QP is in error state and all
posted WQEs generated error CQEs without any data
transmitted. Added resiliency �ow to handle it by
reopening the channels.

N/A N/A

214
362
1

TX Port
Timesta
mping
for PTP
Packets

[ConnectX-6 Dx] Added support for TX Port
Timestamping for PTP Packets.Transmitted packet
timestamping accuracy can be improved when using
timestamp generated at the port level instead of
timestamp generated when CQE is generated.
TX port timestamping better re�ects the actual time of
a packet's transmit and has less jitter.
As part of the feature, the driver is to open a special SQ
per TC (PTP SQ).

N/A xx.29
.1016
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The driver is to steer the following streams to these
special SQs:
1. SKBTX_HW_TSTAMP was set at tx_�ag
(SO_TIMESTAMPING was set via setsockopt() or similar)
2. Packet type is (a) non-IP, with EtherType of PTP over
IEEE 802.3 (0x88f7) or (b) UDP over IPv4/IPv6.
By default, the feature is disabled (to avoid the extra
memory allocated for these SQs).
The feature can be enabled/disabled by the following
command:
ethtool --set-priv-�ags <ifs-name> tx_port_ts on / o�.

RDMA Features

225
604
3

Multi-
Applicat
ion QoS

[ConnectX-5 and above] Added support for con�guring
QoS on a single QP or on a group of QPs.

N/A N/A

RDMA UserSpace (RDMA-Core) Features

231
504
8

mlx5dv
API

[ConnectX-4 and above] Added support for mlx5dv API
to modify the con�gured UDP source port for RoCE
packets of a given RC/UC QP when QP is in RTS state.

rdma-
core
v33

xx.29
.1016

Steering UserSpace Features

188
452
2

Kernel
Softwar
e
Manage
d Flow
Steering
(SMFS)
Perform
ance

[ConnectX-5, ConnectX-6 Dx & BlueField, BlueField-2]
Improved the performance of Kernel software steering
by reducing its memory consumption.

rdma-
core
v33

N/A

225
403
0

mlx5dv_
dr API
Matchin
g on
Geneve
Tunnel

[ConnectX-5, ConnectX-6 Dx & BlueField, BlueField-2]
Added support for the option to match mlx5dv_dr API
on Geneve tunnel using a dynamic �ex parser. The
option header consists of class, type, length, and data.
The parser should be con�gured using the devx
command, after which a rule can be created to match on
parser ID and data.

rdma-
core
v33

N/A

223
981
1

Pop/Pus
h VLAN

[ConnectX-6 Dx] Enabled pop VLAN action in TX and
push VLAN action in RX. This will allow the host to send

rdma-
core
v33

N/A
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and receive packets with a VLAN, but, in steering, this
VLAN can be removed or replaced.

223
857
0

mlx5dv_
dr API
ASO
First Hit

[ConnectX-6 Dx & BlueField-2] Added support for ASO
�rst hit using the mlx5dv_dr API which allows for
tracking rule hits by packets. When a packet hits a rule
with the ASO �rst-hit action, a �ag is set indicating this
event and the original value of the �ag is copied to one
of the C registers.

rdma-
core
v33

xx.29
.1016

222
810
0

mlx5dv_
dr API
ASO
Flow
Meter

[ConnectX-6 Dx & BlueField-2] Added support for ASO
�ow meter using the mlx5dv_dr API which allows for
monitoring the packet rate for speci�c �ows. When a
packet hits a �ow that is connected to a �ow meter, the
rate of packets through this meter is evaluated and the
packet is marked with a color copied into one of the C
registers.. It is marked according to the current rate
compared to the reference rate.

rdma-
core
v33

xx.31
.10xx

215
438
0

Softwar
e
Steering
Parallel
Rules
Insertio
n

[ConnectX-6 Dx & BlueField-2] Added support for a
locking mechanism to enable parallel insertion of rules
into the software steering using the mlx5dv_dr API. The
parallel insertion improves the insertion rate and takes
place when adding RX and TX rules via the FDB domain.

rdma-
core
v33

N/A

Upstream Kernel 5.10

Internal
Referen
ce
Number

Feature/
Change

Description

Supp
ort
Adde
d in
User
Spac
e
Versi
on

Sup
port
Add
ed in
Firm
ware
Vers
ion

ASAP Features

228200
2

IPv6
TOS
Rewrite

[ConnectX-5 and above] Added support for o�oading
TOS value rewrite for IPv6 packets.

N/A N/A



Linux Kernel Upstream Release Notes v6.11 48

Upstream Kernel 5.10

227589
1

Connect
ion
Tracking
with
Hairpin

[ConnectX-5 and above] Added support for adding
connection-tracking rules on virtual functions (VF) in
order to forward tra�c from one VF to the other.

N/A
xx.2
8.40
00

189076
6

Connect
ion
Tracking
with
Hairpin

[ConnectX-5 and above] Added support for adding
connection-tracking rules on uplinks in order to
forward tra�c from one uplink to the other.

N/A N/A

223465
4

TC Trap
[ConnectX-5 and above] Added support for o�oading
TC trap actions, allowing for redirection of packets to
slow path (software).

N/A N/A

175025
9

SR-IOV
Live
Migratio
n

[ConnectX-5 and above] Added support for
performing a live migration for a VM with an SR-IOV
NIC VF attached to it and with minimal to no tra�c
disruption. This feature is supported in SwitchDev
mode; enabling users to fully leverage VF TC/OVS
o�oads, where the failover inbox driver is in the Guest
VM, and the bonding driver is in the Hypervisor. Note
that you must use the latest QEMU and libvirt from
the Upstream github.com sources.

N/A N/A

RDMA Core Features

199551
9

Comma
nd
Interfac
e
Resilien
cy From
A Lost
Interrup
t

[ConnectX-4 and above] Added support for command
interface resiliency from a lost interrupt, which
manually polls the command EQ in case of a command
timeout.
If the resiliency mechanism �nds non-handled EQE
(due to a lost interrupt), it will consume it and return
the actual status to the caller.
Without this feature, when the driver detects a
command interface command timeout, it warns the
user and returns a timeout error to the caller and the
entry of the command is not evacuated (because only
real event interrupt can clear a command interface
entry). If the hardware event interrupt never arrives,
this entry is left unused forever. Because command
interface entries are limited, the ability to post a new
command can eventually be lost. In addition, if the
driver does not consume the EQE of the lost interrupt

N/A N/A

http://github.com/
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and rearm of EQ, no new interrupts will arrive for other
completed commands.

195983
8

Firmwar
e Live
Patchin
g

[ConnectX-4 and above] Added support for �rmware
live patching, which allows to update �rmware without
reset and applies to minor changes in �rmware. The
�rmware checks if the �rmware di� can be applied by
live patching.

iprou
te2
v5.1
0

xx.2
8.20
06

188983
9

Firmwar
e Reset
on
Devlink

[ConnectX-4 and above] Added support for initiating
NIC �rmware reset for a �rmware upgrade through the
devlink tool.

iprou
te2
v5.1
0

xx.2
8.20
06

186915
5

Multi-
Host
Reset

[ConnectX-4 and above] Added support for multi-host
�rmware reset for �rmware upgrades. When a new
�rmware was burnt on �ash and is pending activation,
the multi-host reset loads the new �rmware. If no new
�rmware is pending, the current �rmware image will be
reloaded from �ash.

iprou
te2
v5.1
0

xx.2
8.20
06

NetDev Features

217672
9

CQE
Compre
ssion
Multi-
Strides

[ConnectX-5 and above] Added support for RX CQE
compression for multi-strides packets.

N/A N/A

214539
1

IPsec
Crypto
O�oad

[ConnectX-6 Lx and above] Added support for IPsec
crypto o�oad. IPsec o�oad is a set of features aimed
at reducing the CPU overhead of using IPsec. It targets
the heavy crypto (encryption/decryption) operation,
o�oading them to the hardware. Connectx6-Lx is the
�rst ASIC to support IPsec crypto o�oad and handles
all encryption, decryption, and authentication, leaving
the rest (replay, encapsulation, and decapsulation) to
the software IPsec implementation. This approach
bene�ts from increased �exibility in software, at the
cost of some performance overhead.

N/A
xx.2
8.10
02

188583
5

Enhance
d TX
MPWQE

[ConnectX-5 and above] Added support for Enhanced
TX MPWQE which allows for acceleration of TX
datapath by saving PCI bandwidth and CPU utilization.
The savings are achieved by aggregating multiple

N/A N/A
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packets into a single WQE. The feature is driven by
xmit_more for certain tra�c types, such as UDP.

RDMA Features

214963
1

Memory
Consum
ption of
Memory
Registra
tion

[ALL] Added support for optimization of memory
consumption of memory registration. Without this
change, a huge pages system with 2MB page size
would have a memory consumption of x512).

N/A N/A

204807
5

Query
GID API

[ALL] Added support for a new query GID API which
works over ioctl and allows querying a single GID entry
by its port and GID index or querying all the GID tables
of a speci�c device. This is much faster than querying
it over sysfs.

rdma
-core
v32

N/A

197404
1

ODP On
Demand
Synchro
nization

[ConnectX-4 and above] Added support to expose an
option to prefetch ODP MR without faulting. This
enables updating the device page table with the
presenting CPU pages and reducing page faults in the
system.

rdma
-core
v32

N/A

Steering UserSpace Features

222821
7

Remote
Mirrorin
g

[ConnectX-5 and above] Added support for remote
mirroring, which allows for duplication of packets to
multiple di�erent destinations as well as performing a
variety of di�erent actions per destination.

rdma
-core
v32

N/A

206859
6

Softwar
e
Steering

[ConnectX-6 Dx and above] Added support for
software steering on ConnectX-6 Dx adapter cards in
the user-space RDMA-Core library through the
mlx5dv_dr API.

rdma
-core
v32

N/A

206694
3

Samplin
g Action
on
Direct
Rule API

[ConnectX-5 and above] Added support for Direct
Rule (DR) API, enabling sampling action to allow
duplication and sampling of a ratio of the tra�c. The
API also allows to perform a set of di�erent DR actions
on the sampled tra�c.

rdma
-core
v33

xx.2
8.10
02

Upstream Kernel 5.9

Internal
Referen

Feature/
Change

Description Supp
ort
Adde

Sup
port
Add
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ce
Number

d in
User
Spac
e
Versi
on

ed in
Firm
ware
Vers
ion

NetDev Features

206710
3

Relaxed
Orderin
g

[ConnectX-4 and above] Relaxed ordering is a PCIe
feature which allows �exibility in the transaction order
over the PCIe. This reduces the number of
retransmissions on the lane, and increases
performance up to 4 times. By default, mlx5e bu�ers
are created with Relaxed Ordering support when
�rmware capabilities are supported. pci_ro_write
[on/o�].
Note: Some CPUs which are not listed in the kernel's
blocklist may su�er from buggy implementation of
relaxed ordering, in which case the user may
experience a degradation in performance and even
unexpected behavior. To turn o� relaxed ordering:
"RlxdOrd-“ : setpci -s82:00.0 CAP_EXP+8.w=294e

N/A N/A

188809
7

Devlink
Port
Health
Reporte
rs

[ConnectX-4 and above] Added per-port reporters to
devlink health to manage per-port health activities.
Users can now access the devlink port reporters by
specifying the port index in addition to the device
devlink name through the devlink health commands
API. This update was �rst introduced in iproute2 v5.8.
As part of this feature, mlx5e Tx and Rx reporters are
now rede�ned as devlink port reporters. For examples,
please see devlink-health manpage.

iprou
te2
v5.9

N/A

182112
0

TLS RX
Hardwar
e
O�oad

[ConnectX-6 Dx and above] Added beta-level support
for hardware o�oad decryption of TLS tra�c over
crypto-enabled ConnectX-6 Dx NICs and above.

N/A
xx.2
8.20
06

RDMA Features

206709
8

CQ and
QP
Context
Exposur
e

[ConnectX-4 and above] Exposed QP, CQ and key
context in raw format via RDMA tool.

N/A
xx.2
8.02
14
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205608
1

IPoIB QP
Number
Creation

[ConnectX-4 and above] Enabled setting the QP
number of an IPoIB PKey interface in Enhanced mode.
This is done using the standard ip link add command
while padding the hardware address of the newly
created interface. The QP number is the 2nd-4th
bytes. To enable the feature, the MKEY_BY_NAME
con�guration should �rstly be enabled in NVCONFIG.

N/A N/A

204706
0

RoCE
Selectiv
e
Repeat

[ConnectX-6 and above] This feature introduces a new
QP retransmission mode in RoCE in which dropped
packet recovery is done by re-sending the packet
instead of re-sending the PSN window only (Go-Back-
N protocol). This feature is enabled by default when
RDMA-CM is being used and both connection nodes
support it.

rdma
-core
v31

xx.2
7.10
16

195526
6

Shared
PD

[ConnectX-4 and above] Added the ability to share a
PD between processes for RDMA usage. This feature is
particularly critical for business logic solutions that are
based on multi-process designs, such as:

NGINX, with TCP load balancing, sharing the RSS
indirection table with RQ per process.
HPC frameworks with multi-rank (process)
solution on single hosts. UCX can share IB
resources using the shared PD and can help
dispatch data to multiple processes/MR's in a
single RDMA operation.
Primary processes registering a large shared
memory range, where each worker process
spawned can create a private QP on the shared
PD, and use the shared MR to save the
registration time per-process.

rdma
-core
v31

N/A

Upstream Kernel 5.8

Internal
Referen
ce
Number

Feature/
Change

Description Supp
ort
Adde
d in
User
Spac
e

Sup
port
Add
ed in
Firm
ware



Linux Kernel Upstream Release Notes v6.11 53

Upstream Kernel 5.8

Versi
on

Vers
ion

ASAP2 Features

175253
6

MPLS-
over-
UDP
Hardwar
e
O�oad
Support

[ConnectX-5 and above] Added support for
encap/decap hardware o�oad of IPv4 tra�c over
MPLS-over-UDP. This can be used in networks with
MPLS routers to achieve more e�cient routing.

iprou
te2
v5.8

N/A

NVMe Features

191522
4

Metadat
a/T10-PI
O�oad
Support
for
NVMe
over
Fabrics
(RDMA)
Host
and
Target

[ConnectX-4 and above] Added support for providing
o�oaded end-to-end data integrity and validation
according to T10-PI standard, also known as Metadata
in NVMe speci�cation.

N/A N/A

Steering Features

207783
9

Softwar
e
Steering
Support
for
Memory
Reclaimi
ng

[ConnectX-5 and above] Added support for reclaiming
device memory to the system when it is not in use.
This feature is disabled by default and can be enabled
using the command
mlx5dv_dr_domain_set_reclaim_device_memory().

rdma
-core
v30

N/A

189908
6

mlx5dv_
dr
Memory
Allocatio
n

[ConnectX-5 and above] Reduced memory allocation
time when using the mlx5dv_dr API. This is particularly
signi�cant for the �rst inserted rules on which
memory is allocated.

rdma
-core
v30

N/A
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189498
9

Default
Miss
Action
Support

[ConnectX-5 and above] Added support for a new API
for creating a Default Miss Action to achieve better
performance. When a packet is matched with the
default "miss action", the packet will be steered to the
default "miss" of the steering domain.

rdma
-core
v30

N/A

RDMA Features

205346
7

mlx5dv
Helper
APIs for
Tx
A�nity
Port
Selectio
n

[ConnectX-4 and above] Added support for the
following mlx5dv helper APIs which enable the user
application to query or set a QP's Tx a�nity port
number in a LAG con�guration.

mlx5dv_query_qp_lag_port
mlx5dv_modify_qp_lag_port

rdma
-core
v31

xx.2
8.02
14

205149
4

RDMA
Tx
Steering

[ConnectX-4 and above] Enabled RDMA Tx steering
�ow table. Rules in this �ow table will allow for
steering transmitted RDMA tra�c.

rdma
-core
v30

xx.2
8.xx
xx

191965
7

RDMA-
CM
Enhance
d
Connect
ion
Establis
hment
(ECE)

[ConnectX-6 and above] Added support for allowing
automatic enabling/disabling of vendor speci�c
features during connection establishment between
network nodes, which is performed over RDMA-CM
messaging interface.

rdma
-core
v31

xx.2
8.xx
xx

188819
4

RDMA-
CM Path
Alignme
nt

[ConnectX-4 and above] Added support for RoCE
network path alignment between RDMA-CM message
and QP data. The drivers and network components in
RoCE calculate the same hash results for egress port
selection both on the NICs and the switches.

N/A
xx.2
8.02
14

188815
9

RDMA-
CM
Disasso
ciate
Support

[All] Added support for connecting kernel and RDMA-
CM in a reliable way based on device index.

rdma
-core
v30

N/A

177965
9

RoCEv2
Flow
Label

[ConnectX-4 and above] This feature provides �ow
label and UDP source port de�nition in RoCE v2. Those
�elds are used to create entropy for network routes

rdma
-core
v30

xx.2
4.02
22
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and
UDP
Source
Port
De�nitio
n

(ECMP), load balancers and 802.3ad link aggregation
switching that are not aware of RoCE headers.

Upstream Kernel 5.7

Internal
Referen
ce
Number

Feature/
Change

Description

Supp
ort
Adde
d in
User
Spac
e
Versi
on

Sup
port
Add
ed in
Firm
ware
Vers
ion

ASAP2 Features

207466
9

TC
Query
Stats
and
Flow
Insertio
n
Depend
ency
Removal

[ConnectX-5 and above] Optimized the kernel's TC
subsystem to use �ne-grained per-action locks
instead of global RTNL lock when constructing �ow-
action intermediate representation for the driver. This
change allows for rules insertion to run in parallel with
rule dump, which signi�cantly improves performance
of live Open vSwitch system.

N/A N/A

181808
1

Hairpin
Support
in
Switch
Mode

[ConnectX-5 and above] Added support for receiving
tunneled tra�c from the uplink port, after which it
can be decapsulated and sent them back to the uplink
port, possibly encapsulated with new tunnel
information.

N/A
xx.2
8.10
00

176523
6

Connect
ion
Tracking
O�oad

[ConnectX-5 and above] Added support for o�oading
TC �lters containing connection tracking matches and
actions.

OVS
v2.1
3 +
iprou
te2

xx.2
6.10
40
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v5.4.
0

Core Features

192878
7

Firmwar
e
Reactiva
tion

[ConnectX-4 and above] Added support for safely
inserting consecutive �rmware images without the
need to reset the NIC in between.

N/A
xx.2
8.10
00

Steering Features

199716
8

GPRS
Tunnelin
g
Protocol
(GTP)
Header

[ConnectX-5 and above] Added support for matching
(�ltering) GTP header-based packets using mlx5dv_dr
API over user-space RDMA-Core library.

rdma
-core
v29

N/A

RDMA Features

206712
7

Custom
Parent-
Domain
Allocato
rs for
CQ

[ConnectX-4 and above] Enabled speci�c custom
allocations for CQs.

rdma
-core
v29

N/A

189039
3

RDMA-
CM
DevX
Support

[ConnectX-4 and above] Added support for DevX in
RDMA-CM applications.

rdma
-core
v29

N/A

183036
4

Packet
Pacing
DevX
Support

[ConnectX-5 and above] Enabled RiverMax to work
over DevX with packet pacing functionality by
exposing a few DV APIs from rdma-core to enable
allocating/destroying a packet pacing index.
For further details on usage, see man page for:
mlx5dv_pp_alloc() and mlx5dv_pp_free().

rdma
-core
v29

xx.2
7.10
16

NetDev Features
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188809
6

Devlink
Port
Support
in Non-
represe
ntor
Mode

[ConnectX-4 and above] Added support for viewing
the mlx5e physical devlink ports using the 'devlink
port' command. This also may a�ect network interface
names, if predictable naming scheme is con�gured.
Su�x indicating a port number will be added to
interface name.

N/A N/A

188802
0

Get FEC
Status
on
PAM4/5
0G

[ConnectX-6 & ConnectX-6-Dx] Allowed con�guration
of Reed Solomon and Low Latency Reed Solomon over
PAM4 link modes.

etht
ool
v5.5

N/A

170281
4/17027
06

Devlink
Health
Dump

[ConnectX-4 and above] Added support for the devlink
health dump show command in the Rx and Tx reporters.
The dump contains the content given by the �rmware
for wqump/rxdump/sxdump in binary format. The user
can retrieve the binary data via devlink (v5.3 and on)
and use a NVIDIA parsing tool to analyze the dump.

iprou
te2
v5.3

xx.2
7.10
16

Upstream Kernel 5.6

Internal
Referen
ce
Number

Featur
e/Chan
ge

Description

Supp
ort
Adde
d in
User
Spac
e
Versi
on

Sup
port
Add
ed in
Firm
ware
Vers
ion

RDMA Features

197877
9

ODP
Huge
Pages
Suppor
t

[ConnectX-4 and above] Enabled ODP MR to work with
huge pages by exposing IBV_ACCESS_HUGETLB access
�ag to indicate MR range mapping by huge pages. This
�ag is applicable only with conjunction of
IBV_ACCESS_ON_DEMAND.

rdma
-core
v28

N/A

197301
6

RoCE
Acceler
ator

[ConnectX-4 and above] Added the following RoCE
accelerator counters:

N/A N/A
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Counte
rs

roce_adp_retrans - counts the number of
adaptive retransmissions for RoCE tra�c
roce_adp_retrans_to - counts the number of
times RoCE tra�c reached timeout due to
adaptive retransmission
roce_slow_restart - counts the number of times
RoCE slow restart was used
roce_slow_restart_cnps - counts the number of
times RoCE slow restart generated CNP packets
roce_slow_restart_trans - counts the number of
times RoCE slow restart changed state to slow
restart

188543
5

vhost
Data
Path
Acceler
ation
(vDPA)

[ConnectX-5 and above] Added support to enable
mapping the Virtio access region (VAR) to be used for
doorbells by vDPA applications. Speci�cally, the
following DV APIs were introduced (see man page for
more details): mlx5dv_alloc_var() mlx5dv_free_var().

rdma
-core
v28

xx.2
7.10
16

188297
3

Memor
y
Region

[All] Added support for the user to register memory
regions with a relaxed ordering access �ag. This can
enhance performance, depending on architecture and
scenario.

rdma
-core
v28

xx.2
7.10
16

176901
9

Kernel
Recom
menda
tion on
User
Memor
y

[ConnectX-4 and above] Added support for the Kernel
to advise on the user memory region that is registered
in the HCA. In order to be able to use this functionality,
virtual address and memory key must be known to the
caller.

N/A N/A

171110
8

User
Memor
y
Kernel
Registr
ation

[ConnectX-4 and above] Added support for the Kernel
to register user virtual memory in the HCA. This
requires the user to pass the address and size of the
memory to the kernel in some way and the kernel must
register the memory from the contexts of the user
process.

N/A N/A

Steering Features

196170
4

Kernel
Softwa
re

[ConnectX-5] Added kernel support for OVS remote
mirroring to allow hardware tra�c mirroring to multiple
ports.

N/A N/A
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Steerin
g
Remot
e
Mirrori
ng

191517
4

Kernel
Softwa
re
Steerin
g for
Connec
tion
Trackin
g (CT)

[ConnectX-5] Added required kernel software steering
support for CT.

N/A N/A

184075
9

Usersp
ace
Softwa
re
Steerin
g
Debug
ging
API

[ConnectX-5] Added support for software steering to
dump �ows for debugging purposes in the user-space
RDMA-Core library through the mlx5dv_dr API.

rdma
-core
v28

N/A

175444
1

Discard
s
Counte
rs[1]

[ConnectX-4 and above] Exposed rx_prio[p]_discards
discard counters per priority that count the number of
received packets dropped due to lack of bu�ers on the
physical port.

N/A N/A

NetDev Features

204212
4

Devlink
Health
State
Noti�c
ations

[ConnectX-4 and above] Added support for receiving
noti�cations on devlink health state changes when an
error is reported or recovered by one of the reporters.
These noti�cations can be seen using the userspace
‘devlink monitor’ command.

iprou
te2
v5.6

N/A

199606
2

mlx5e
Max
Combi
ned
Chann
els

[ConnectX-4 and above] Increased the driver’s maximal
combined channels value from 64 to 128 (however,
note that OOB value will not cross 64). 128 is the upper
bound. Lower maximal value can be seen on the host,
depending on the number of cores and MSIX's
con�gured by the �rmware.

N/A N/A
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Internal
Referen
ce
Number

Featur
e/Cha
nge

Description

Supp
ort
Adde
d in
User
Spac
e
Versi
on

Sup
port
Add
ed in
Firm
ware
Versi
on

RDMA Features

189592
8

Resour
ce
Allocat
ion on
Extern
al
Memo
ry

[ConnectX-5 and above] Added support to enable
overriding mlx5 internal allocations in order to let
applications allocate some resources on external
memory, such as that of the GPU. The above is achieved
by extending the parent domain object with custom
allocation callbacks. Currently supported verbs objects
are: QP, DBR, RWQ, SRQ.

rdma
-core
v27

N/A

175653
0

ODP
Diagno
stic
counte
rs

[ConnectX-4 and above] Added ODP diagnostics
counters for the following items per MR (Memory
Region) within IB/mlx5 driver:

1. Page faults: Total number of faulted pages.
2. Page invalidations: Total number of pages

invalidated by the OS during all invalidation events.
The translations can no longer be valid due to
either non-present pages or mapping changes.

3. Prefetched pages: When prefetching a page, a
page fault is generated in order to bring the page
to the main memory.

iprou
te
v5.4

N/A

174714
9

Perfor
mance
Improv
ement
s

[ConnectX-4 and above]

Updated Blue�ame capability reporting to prevent
redundant use of Blue�ame when Write-
combining is not supported.
Added Blue�ame capabilities over VFs.

N/A
xx.2
6.10
40

168605
2

RoCE
Disabl
ement

[ConnectX-4 and above] Added the option to disable
RoCE tra�c handling. This enables forwarding of tra�c
over UDP port 4791 that is handled as RoCE tra�c

N/A N/A
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when RoCE is enabled. When RoCE is disabled, there is
no GID table, only Raw Ethernet QP type is supported
and RoCE tra�c is handled as regular Ethernet tra�c.

rdma-core Only Features[1]

187154
5

Hardw
are
Clock
Expos
ure

[ConnectX-5 and above] Added support for querying
the adapter clock via mlx5dv_query_device.

rdma
-core
v27

N/A

Steering Features

191533
8

Direct
Verbs
Suppo
rt for
Batch
Count
ers on
Root
Table

[ConnectX-5] Added support for mlx5dv_dr API to set
batch counters for root tables.

rdma
-core
v27

N/A

190753
0

Modify
Heade
r

[ConnectX-5 & BlueField] Added support for
mlx5dv_dr_actions to support up to 32 modify actions.

rdma
-core
v27

N/A

175787
8

GENEV
E
Encap/
Decap
Rules
O�oa
d

[ConnectX-5] Added support for GENEVE
encapsulation/decapsulation rules o�oad using
software steering.

rdma
-core
v27

N/A

ASAP2 Features

192018
1

OVS-
Kernel
ToS
Rewrit
e

[ConnectX-5 and above] Added support for Type of
Service (ToS) rewrite in the OVS-Kernel.

N/A N/A
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Internal
Referen
ce
Number

Featur
e/Cha
nge

Description

Supp
ort
Adde
d in
User
Spac
e
Versi
on

Sup
port
Add
ed in
Firm
ware
Versi
on

RDMA Features

171750
1

RDMA
_Rx
RoCE
Flow
Steeri
ng
Suppo
rt

[ConnectX-4 and above] Extended support for mlx5
with RDMA_RX RoCE �ow steering to DevX objects.

rdma
-core
v26

xx.2
6.10
00

174720
5

[ConnectX-4 and above] Extended support for mlx5
with RDMA_RX RoCE �ow steering to QP objects.

rdma
-core
v26

xx.2
6.10
00

182110
8

ODP
Suppo
rt over
DC
Transp
ort

[ConnectX-4 and above] Added support for On-
Demand-Paging over DC transport.

rdma
-core
v26

N/A

Steering Features

175102
5

Push/P
op
VLAN
over
Softw
are
Steeri
ng

[ConnectX-5 and above] Added support to pop and
push VLAN actions in software steering in SwitchDev
mode.

N/A N/A

176218
1

Flow
and
Recycl
e
Count
ers

[ConnectX-4 and above] Added support for a pool of
�ow counters, based on �ow counter bulks, with the
option to acquire and release �ow counters from and to
the pool. This shortens the time needed to allocate a
�ow counter using a FW command.
The e�ective memory footprint of a �ow counter is also
increased by 10% thanks to this feature.

N/A 16.2
5.10
00
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170381
1

Kernel
Softw
are
Steeri
ng for
eSwitc
h

[ConnectX-5] Added software steering capabilities to
the SR-IOV eSwitch in SwitchDev mode. Software
steering enables better rules update rate compared to
the current �rmware-based solution. This is achieved by
performing calculations on the main CPU which allows
for higher update rates.

N/A N/A

NetDev Features

170076
3

PF to
Show
VF
Count
ers

[ConnectX-4 and above] Added support for the VF to
send real-time rings statistics (Rx/Tx packets/bytes) to
the PF over HyperV PCI con�guration channel. These
statistics can be monitored via perfmon tool.

N/A N/A

182123
9

Ethtoo
l
Count
ers

[ConnectX-5 and above] Added counter
dev_out_of_bu�er to ethtool statistics to count the
number of times there was no enough bu�er allocated
to the device internal queue.

N/A
xx.2
6.10
40

182155
4

IP-in-
IP
Tunnel
O�oa
d for
Check
sum
and
TSO

[ConnectX-5 and above] Added support for the driver
to o�oad checksum and TSO in IP-in-IP tunnels.

N/A
xx.2
6.40
12

185810
7

AF_XD
P
need_
wakeu
p Flag
Suppo
rt

[ConnectX-4 and above] Added driver support for the
�ag "need_wakeup" in AF_XDP Tx and FILL rings. When
both the AF_XDP application and the driver support this
�ag, the driver is able to signal to the application when
it needs to invoke a syscall to wake the driver explicitly,
and when it needs not. This signi�cantly improves
single-core performance by reducing resource
contention and avoiding wasting resources on busy
polling and context switches.

N/A N/A

182122
9

VF
LAG
Load

[ConnectX-4 and above] When VF LAG is in use, round-
robin the Tx a�nity of channels among the di�erent
ports, if supported by the �rmware, enables all SQs of a
channel to share the same port a�nity. This allows the

N/A xx.2
6.10
40
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Balanc
ing

distribution of tra�c sent from a VF between two
ports, as well as round-robin the starting port among
VFs to distribute tra�c originating from single-core
VMs.

176055
9

Virtual
Outpu
t
Queuin
g
(VoQ)
Count
ers

[ConnectX-6 Dx] Exposed rx_prio[p]_buf_discard,
rx_prio[p]_wred_discard and rx_prio[p]_marked
�rmware counters that count the number of packets
that were dropped due to insu�cient resources.

N/A

See
note
belo
w1

182155
9

IP-in-
IP RSS
O�oa
d

[ConnectX-4 and above] Added support for receive side
scaling (RSS) o�oad in IP-in-IP (IPv4 and IPv6).

N/A N/A

178282
0

Devlin
k
Health
Report
ers

[ConnectX-4 and above] Added support for monitoring
and recovering from errors that occur on the Rx queue,
such as CQE errors and timeout.

N/A N/A

1 ConnectX-6 Dx FW version supporting this feature is not available yet.

ASAP2 Features

168214
8

Parallel
TC
Rules
Inserti
on

[ConnectX-5 and above] Removed global RTNL lock
dependency in the kernel and in mlx5 TC layers to allow
updating parallel TC rules.

N/A N/A

176793
3

O�oa
ding
Ingres
s Rate
Contro
l
O�oa
d on E-
Switch
Ports

[ConnectX-5 and above] Added support for con�guring
the ingress rate of an E-Switch port. This is achieved by
the ability to control the transmit rate of a virtual
function whose data appears at the ingress of the
Switch port. Thus, controlling the VF Tx rate e�ectively
controls the ingress rate of an E-Switch Port.

N/A N/A
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Internal
Referen
ce
Number

Featur
e/Cha
nge

Description

Supp
ort
Adde
d in
User
Spac
e
Versi
on

Sup
port
Add
ed in
Firm
ware
Versi
on

RDMA Features

175565
7

Device
Emulat
ion
Infrast
ructur
e

[BlueField] Added support for Device Emulation in
BlueField. This mechanism allows function-A to perform
operations "on behalf" of function-B. The emulation
manager creates a channel (named VHCA_TUNNEL
general object) that acts as the direct command
interface between the emulated function host and the
HCA hardware. The emulation software creates this
tunnel for every managed function and issues
commands via the DevX general command interface.

N/A
xx.2
6.10
40

171110
2

DevX
Async
Events
Suppo
rt

[ConnectX-4 and above] Added support for reading
device events over DevX API.

rdma
-core
v25

xx.2
5.10
20

168601
7

QP
Count
ers
and
Firmwa
re
Errors
per
PID

[ConnectX-5 and above] QP counters and �ow
counters are now set per Process ID (PID) to allow
better visibility of RDMA error states. Users will be able
to manually tune the Q counter to monitor speci�c QPs,
or automatically monitor QPs according to prede�ned
criteria, such as the QP type.

iprou
te2
v5.3

xx.2
5.10
20

167999
0

Dynam
ic
Interru
pt
Moder
ation
for

[ConnectX-5 and above] Added dynamic interrupt
moderation (DIM) library for RDMA to improve
bandwidth and reduce CPU overhead.

iprou
te2
v5.3

N/A
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RDMA
Kernel

116088
9

Signat
ure
O�oa
d
Kernel
Verbs
Enhan
cemen
ts

[ConnectX-4 and above] Added a new API which
enables posting a single WR that completes the
Protection Information (PI) operation internally. This
reduces CPU utilization for posting and processing
multiple WRs and improves performance by choosing
the optimal mkey for the hardware according to the
bu�er memory layout.

N/A N/A

170411
4

Messa
ge
Signal
ed
Interru
pts-X
(MSI-
X)
Vector
s

[ConnectX-4 and above] Added support for using a
single MSI-X vector for all control event queues instead
of one MSI-X vector per queue in a virtual function
driver. This frees extra MSI-X vectors to be used for
completion event queue, allowing for additional tra�c
channels in the network device.

N/A
xx.2
6.10
40

NetDev Features

175027
9

Firmwa
re
Flash
Updat
e via
Devlin
k

[ConnectX-4 and above] Added the option to update
the �rmware image in the �ash using the devlink tool.
Usage: devlink dev flash <dev> file <file_name>.mfa2

iprou
te2
v5.3

xx.2
5.10
20

174767
2

Firmwa
re
Versio
ns
Query
via
Devlin
k

[ConnectX-4 and above] Added the option to query for
running and stored �rmware versions using devlink tool.

iprou
te2
v5.3

N/A

170647
2

Generi
c
Segme

[ConnectX-4 and above] Improved GSO workload
performance by decreasing doorbells usage to the
minimum required.

N/A N/A
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ntatio
n
O�oa
d
(GSO)
Optimi
zation

170439
8

Devlin
k
Firmwa
re
Fatal
Errors
Handli
ng

[ConnectX-4 and above] Added support for the driver
to detect �rmware fatal errors and initiate CR-Dump
and recovery �ow.

iprou
te2
v5.3

N/A

170083
4

AF_XD
P
Socket
Zero
Copy

[ConnectX-4 and above] Added zero-copy support for
AF_XDP sockets to improve performance.

N/A N/A

170078
1

Devlin
k
Health
CR-
Space
Dump

[ConnectX-4 and above] Added the option to dump
con�guration space via the devlink tool to improve
debuggability.

iprou
te2
v5.3

N/A

161037
3

TLS TX
Hardw
are
O�oa
d

[ConnectX-6 Dx] Added support for hardware o�oad
encryption of kTLS tra�c to improve performance.
Note: This is an infrastructure feature only, to enable
future support for ConnectX-6 Dx adapter cards.

N/A
xx.2
6.10
40

118627
3

Devlin
k
Health
Firmwa
re
Core
Dump

[ConnectX-4 and above] Added support for dumping
�rmware core data via the devlink tool to improve
debuggability.
Note that to allow �rmware core dumping, FW Tracer
should be enabled.

iprou
te2
v5.3

N/A

ASAP2 Features
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176755
0

Dual-
Port
RoCE
Suppo
rt

[ConnectX-5 and above] Enabled simultaneous
operation of dual-port RoCE and Ethernet in SwitchDev
mode.

N/A
xx.2
5.60
00

176520
8

Genev
e
Encap/
Decap
Rules
O�oa
d

[ConnectX-5 and above] Added support for Geneve
encapsulation/decapsulation rules o�oad.

N/A
xx.2
5.10
20

169378
2

VLAN
PUSH/
POP
O�oa
d
(VGT)

[ConnectX-5 and above] Allowed o�oad of VLAN
push/pop operations on both transmitted and received
packets.

N/A
xx.2
5.10
20

Upstream Kernel 5.2

Internal
Referen
ce
Number

Featur
e/Cha
nge

Description

Supp
ort
Adde
d in
User
Spac
e
Versi
on

Sup
port
Add
ed in
Firm
ware
Versi
on

RDMA Features

168885
2

DevX
Repres
entors

[ConnectX-4 and above] Changed In�niBand
representors into a single In�niBand device with
multiple ports, where each port represents a di�erent
virtual function (port 1 is for the uplink), to allow DevX
control by exposing a further uniformed software
model.

N/A
xx.2
5.10
20

170679
5

Usersp
ace
Softwa

[ConnectX-5] Added software steering capabilities to
the SR-IOV eSwitch. Software steering enables better
rules insertion rate compared to the current �rmware-

rdma
-core
v24

xx.2
5.10
20
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re
Steeri
ng for
eSwitc
h

based solution. This is achieved by performing
calculations on the main CPU which allows for higher
insertion rates.

168606
5

Usersp
ace
Softwa
re
Steeri
ng for
NICs

[ConnectX-5] Added software steering capabilities to
NIC Rx/Tx. Software steering enables better rules
insertion rate compared to the current �rmware-based
solution. This is achieved by performing calculations on
the main CPU which allows for higher insertion rates.
This solution was designed to work with Virtio DPDK.
Note: Support will be enabled by default once the
support for GID change is added.

rdma
-core
v24

xx.2
5.10
20

rdma-core Only Features[1]

167761
7

Dynam
ic
Conne
ction
(DC)
Data
Path

[ConnectX-4 and above] Added DC QP data-path
support using new Send APIs introduced in Direct Verbs
(DV).

rdma
-core
v24

N/A

168603
4

Send
APIs

[ConnectX-4 and above] Introduced a new set of QP
Send operations (APIs) that allow extensibility for new
Send opcodes.

rdma
-core
v24

N/A

170562
3

User-
Mode
Memo
ry
Registr
ation
(UMR)

[ConnectX-4 and above] Enabled registration of
memory patterns that can be used for future RDMA
operations.

rdma
-core
v24

xx.2
5.10
20

[1] These features require rdma-core update only - no kernel update needed.

NetDev Features

170584
5

XDP
Inline
Trans
missio
n of
Small

[ConnectX-5 and above] Added support for when
forwarding packets with XDP, a packet smaller than
256 bytes would be sent inline within its WQE Tx
descriptor for better performance. The number of
packets that are transmitted inline depends on CPUs

N/A N/A
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Packet
s

load, where lower load leads to a higher number of
inline transmission.

170686
2

EEPRO
M
Device
Thresh
olds
via
Ethtoo
l

[ConnectX-4 and above] Added support to read
additional EEPROM information from high pages of
modules such as SFF-8436 and SFF-8636. Such
information can be:
1. Application Select table
2. User writable EEPROM
3. Thresholds and alarms - Ethtool dump works on
active cables only (e.g. optic), but thresholds and alarms
can be read with “o�set” and “length” parameters in
any cable by running:
ethtool -m <DEVNAME> offset X length Y

N/A N/A

169919
6

PCIe
Power
State

[ConnectX-6] Added support for the following PCIe
power state indications to be printed to dmesg:
1. Info message #1: PCIe slot power capability was not
advertised.
2. Warning message: Detected insu�cient power on
the PCIe slot (xxxW).
3. Info message #2: PCIe slot advertised su�cient
power (xxxW).
When indication #1 or #2 appear in dmesg, user should
make sure to use a PCIe slot that is capable of
supplying the required power.

N/A
xx.2
5.10
20

153544
2

Multipl
e
Outsta
nding
UMR
Posts

[ConnectX-4 Lx and above] Added support for multiple
outstanding UMR posts in order to allow faster gap
closure between consuming Multi-Packet WQEs
(MPWQEs) and re-posting them back into the WQ. This
improves Rx packet rate on Striding RQ as it solves
scaling and stability issues.

N/A N/A

170392
7

GENEV
E
Tunnel
Statele
ss
O�oa
d

[ConnectX-4 and above] Added support for Generic
Network Virtualization Encapsulation (GENEVE)
tunneled hardware o�oad of TSO, CSUM and RSS.

N/A N/A

ASAP2 Features

169940
5

VLAN
Rewrit

[ConnectX-5 and above] Added support for o�oading
VLAN ID modify operation, allowing the user to replace

N/A xx.2
5.10
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e the VLAN tag of the incoming frame with a user-
speci�ed VLAN tag value.

20

169904
2

VLAN
Suppo
rt over
Uplink

[ConnectX-5 and above] Added support for o�oading
TC rules from VF representor and forwarding them to a
VLAN device over the physical function (PF), and vice-
versa.

N/A N/A

Upstream Kernel 5.1

Inter
nal
Refe
renc
e
Num
ber

Feature/Ch
ange

Description

Suppo
rt
Added
in
User
Space
Versio
n

Suppo
rt
Added
in
Firmw
are
Versio
n

RDMA Features

1678
107

SRQ and
XRC
Support on
On
Demand
Paging
(ODP)
Memory
Region
(MR)

[ConnectX-4 and above] Added support for using
ODP MR with SRQ WQEs and XRC transport.

rdma-
core
v23

xx.25.
1000

1698
300

PCI Atomic
Operations

[ConnectX-5 and above] Added the ability to run
atomic operations on local memory without
involving verbs API or compromising the
operation's atomicity.

rdma-
core
v23

N/A

1685
107

Indirect
Mkey ODP

[ConnectX-4 and above] Added the ability to
create indirect Mkeys with ODP support over DevX
interface.

N/A
xx.25.
1000

1698
230

DevX
Asynchron
ous Query
Commands

[ConnectX-4 and above] Added support for
running QUERY commands over the DevX interface
in an asynchronous mode. This enables applications
to issue many commands in parallel while �rmware
processes the commands.

rdma-
core
v23

xx.25.
1000
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1686
056

RDMA-CM
QP
Timeout
Control

[All] Added a new option to rdma_set_option that
allows applications to override the RDMA-CM's QP
ACK timeout value.

rdma-
core
v23

N/A

1647
527

Object IDs
Exportation

[All] Added a unique ID for each verbs object to
allow direct query over rdma-tool and rdma-netlink
for enhanced debuggability.

iprout
e v5.1

N/A

rdma-core Only Features[1]

1698
278

Implicit
ODP

[ConnectX-4 and above] Added support for
reporting implicit ODP support to user applications
in order to allow better granularity over ODP
creation.

rdma-
core
v23

N/A

1698
290

RDMA-CM
Application
Managed
QP

[All] Added support for the RDMA application to
manage its own QPs and use RDMA-CM only for
exchanging Address information.

rdma-
core
v23

N/A

1680
025

mlx4
Internal
Resources
Sharing

[ConnectX-3/ConnectX-3 Pro] Added support for
a new API for sharing internal resources, such as
UAR and memory allocation, which will enable
higher layers, such as DPDK, to implement a
secondary process.

rdma-
core
v23

N/A

NetDev Features
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1700
770

Devlink
Health
Utility

[ConnectX-4 and above] Added support for real-
time alerting of functionality issues that may be
found in a system component (reporter). This utility
helps detect and recover from a problem with a PCI
device. It provides a centralize status of drivers'
health activities in the generic Devlink instance and
inter alia, supports the following:

Storing real-time error dumps
Performing automatic (con�gurable) real-time
reporter recovery
Performing real-time reporter diagnosis
Indicating real-time reporter's health status
Providing admins with the ability to dump,
diagnose and recover a reporter
Providing admins with the ability to con�gure
a reporter

iprout
e v5.1

N/A

1698
287

Ethtool
200Gbps

[ConnectX-6 and above] ConnectX-6 hardware
introduces support for 200Gbps and 50Gbps-per-
lane link mode. The driver supports full backward
compatibility with previous con�gurations. Note
that in order to advertise newly added link-modes,
the full bitmap related to the link modes must be
advertised from ethtool man page.
NOTE: This feature is �rmware-dependent.
Currently, ConnectX-6 Ethernet �rmware supports
up to 100Gbps only. Thus, this capability may not
function properly using the current driver and
�rmware versions.

ethtoo
l v5.1
(tentat
ive)

xx.25.
1000

1650
372

Virtual
Ethernet
Port
Aggregator
(VEPA)

[ConnectX-4 and above] Added support for
activating/deactivating Virtual Ethernet Port
Aggregator (VEPA) mode on a single virtual
function (VF). To turn on VEPA on the second VF,
run:
bridge link dev <netdev> hwmode vepa

N/A N/A

1656
472

ConnectX
Device IDs

Added support for the following new device IDs:

ConnectX-6 Dx (PF)
ConnectX Family mlx5Gen Virtual Function
(VF)

N/A N/A
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Note that every new device (adapter) VF will
be identi�ed with this device ID. Di�erent VF
models will be distinguished by their revision
ID.

ASAP2 Features

1700
775

Equal Cost
Multi-Path
(ECMP)

[ConnectX-4 Lx and above] Added support for
o�oading ECMP rules by tracking software
multipath route and related next-hops, and
re�ecting this as port a�nity to the hardware.

N/A N/A

1600
548

GRE
Entropy
Control

[ConnectX-4 Lx and above] Added support for
controlling port tunnel entropy calculation in order
to set the correct GRE key value.

N/A
xx.25.
1000

BlueField Features

1351
321

Respsenet
ors for
Host
Physical
Functions

[BlueField] When ECPF is the E-switch manager,
ECPF driver will create a representor for the host
PF in O�oad mode in order to ensure secure
control of the host PF tra�c in a bare-metal
environment.

N/A
18.24.
1000

1351
323

ICM Pages
Allocation
on Host
PFs in Non
Secure
Mode

[BlueField] Added the ability to use host memory in
order to increase scalability in virtual cloud
scenarios where the host PF is trusted. ICM page
allocation is now managed in �rmware as follows:
1. Function provides pages for itself
2. PF provides pages for its VF
3. ECPF provides pages to itself and for another
function

N/A
18.24.
1000

Upstream Kernel 5.0

Inter
nal
Refer
ence
Num
ber

Feature/
Change

Description

Suppo
rt
Added
in User
Space
Versio
n

Suppo
rt
Added
in
Firmw
are
Versio
n

RDMA Features
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1474
608

ODP
Pre-
fetch

[ConnectX-4 and above] Added support for pre-
fetching a range of an on-demand paging (ODP)
memory region (MR), this way reducing latency by
making pages present with RO/RW permissions
before the actual IO is conducted.

rdma-
core
v22

N/A

1470
521

HDR
Link
Speed
Exposur
e

[ConnectX-6 and above] Added support for HDR link
speed in CapabilityMask2 �eld in port attributes.

rdma-
core
v22

xx.25.
1000

1470
528

QP
Packet
Based
Credit
Mode

[ConnectX-6 and above] Added support for an
alternative end-to-end credit mode for QP creation.
Credits transported from the responder to the
requester are now issued per packet. This is
particularly useful for sending large RDMA messages
from HCA to switches that are short in memory.

rdma-
core
v22

xx.24.
1000

1463
974

Fragmen
ted
QPs
Bu�er

[ConnectX-4 and above] Added the ability to allocate
a fragmented bu�er to in-kernel QP creation
requests, in cases of large QP size requests that used
to fail due to low memory resources on the host.

N/A N/A

1498
575

Flow
Counter
s Batch
Query

[ConnectX-4 and above] Allowed �ow counters
created with the DevX interface to be attached to
�ows created with the raw �ow creation API.

rdma-
core
v22

N/A

1550
997

DevX
Privilege
Enforce
ment

[ConnectX-4 and above] Enforced DevX privilege by
�rmware. This enables future device functionality
without the need to make driver changes unless a
new privilege type is introduced.

N/A
xx.25.
1000

1471
289

DevX
Interope
rability
APIs

[ConnectX-4 and above] Added support for
modifying and/or querying for a verb object (including
CQ, QP, SRQ, WQ, and IND_TBL APIs) via the DevX
interface.
This enables interoperability between verbs and
DevX.

rdma-
core
v22

xx.25.
1000

1519
601

Restore
d Verbs
Fork
Support

Re-added support for libibverbs users to open
ibv_context using ibv_open_device(), call fork and
continue to use that context from the fork.

rdma-
core
v22

N/A



Linux Kernel Upstream Release Notes v6.11 76

Upstream Kernel 5.0

1551
627

rdma-
core
Python
Bindings
(Pyverbs
)

Added support for Python API over IB verbs. Pyverbs
package shortens development time and provides a
comfortable API to work with.

rdma-
core
v22

N/A

NetDev Features

1558
262

CQE
Padding

[ConnectX-5 and above] Added support for padding
64B CQEs to 128B cache lines to improve
performance on 128B cache line systems, such as
PPC.

N/A
xx.21.
1000

1464
598

Counter
s
Monitori
ng

[ConnectX-4 and above] Added support for
monitoring selected counters and generating a
noti�cation event (Monitor_Counter_Change event)
upon changes made to these counters.
The counters to be monitored are selected using the
SET_MONITOR_COUNTER command.

N/A
xx.24.
1000

1437
218

Rx Hash
Fields
Con�gur
ation

[ConnectX-4 and above] Added the ability to
con�gure Rx hash �elds used for tra�c spreading
into Rx queues using ETHTOOL_SRXFH and
ETHTOOL_GRXFH ethtool commands. Built-in Receive
Side Scaling (RSS) pro�les can now be changed on
the following tra�c types: UDP4, UDP6, TCP4 and
TCP6. This con�guration a�ects both outer and inner
headers.

ethtoo
l
v2.6.33

N/A

1190
960

XDP
Multi-
Packet
Tx Work
Queue
Element
(WQE)

[ConnectX-5 and above] Added support for Multi-
Packet Tx WQEs in XDP transmit �ows to work with a
new and improved WQE layout that describes several
packets.This saves PCI bandwidth and transactions,
and improves transmit packet rate.

N/A N/A

ASAP2 Features

1082
182

VF LAG
[ConnectX-4 Lx and above] Added support for High
Availability and load balancing for Virtual Functions of
di�erent physical ports in SwitchDev SR-IOV mode.

N/A N/A

1441
639

Remote
Mirrorin

[ConnectX-5 and above] Added support for
additional mirroring output in SwitchDev mode. The

OVS
v2.10.9

xx.24.
1000



Linux Kernel Upstream Release Notes v6.11 77

Upstream Kernel 5.0

g mirroring port may either be a local or a remote VF,
using VxLAN or GRE encapsulations.

0

GRE HW
O�oadi
ng

[ConnectX-4 Lx and above] Added the ability to
o�oad TC �lters set on GRE interfaces to NICs that
support ASAP2.

- OVS
v2.10.9
0
-
iproute
v5.0

xx.24.
1000

1592
719

VxLAN/G
RE
Tunnelin
g over
VLAN

[ConnectX-4 Lx and above] Added support for
VxLAN and GRE tunnel encap/decap o�oad over
Ethernet tagged packets.

N/A N/A

1306
741

Uplink
Represe
ntors

[ConnectX-4 Lx and above] Exposed PF (uplink)
representors in SwitchDev mode, similarly to VF
representors, as an infrastructure improvement for
SmartNICs.

N/A N/A
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