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About This Document

NVIDIA ® UFM ® Enterprise is a powerful platform for managing InfiniBand scale-out
computing environments. UFM enables data center operators to efficiently monitor and
operate the entire fabric, boost application performance and maximize fabric resource
utilization.

This user guide provides documentation for network administrators responsible for
deploying, configuring, monitoring, and troubleshooting the network in their data center.

For a list of the new features, bug fixes and known issues in this release, see Release
Notes.

Software Download

To download the UFM software, please visit NVIDIA's Licensing Portal.

If you do not have a valid license, please fill out the NVIDIA Enterprise Account
Registration form to get a UFM evaluation license.

Document Revision History

For the list of changes made to this document, refer to Document Revision History.

https://ui.licensing.nvidia.com/software
https://enterpriseproductregistration.nvidia.com/?LicType=EVAL&ProductFamily=UFM
https://enterpriseproductregistration.nvidia.com/?LicType=EVAL&ProductFamily=UFM
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Release Notes
NVIDIA® UFM® is a powerful platform for managing InfiniBand scale-out computing
environments. UFM enables data center operators to efficiently monitor and operate the
entire fabric, boost application performance and maximize fabric resource utilization.

Key Features

UFM provides a central management console, including the following main features:

Fabric dashboard including congestion detection and analysis

Advanced real-time health and performance monitoring

Fabric health reports

Threshold-based alerts

Fabric segmentation/isolation

Quality of Service (QoS)

Routing optimizations

Central device management

Task automation

Logging

High availability

Daily report: Statistical information of the fabric during the last 24 hours

Event management

Switch auto-provisioning

UFM-SDN Appliance in-service software upgrade
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Fabric validation tests

Client certificate authentication

IPv6 on management ports

Changes and New Features
This section lists the new and changed features in this software version.

Feature Description

Telemetry Enhancements Added the ability to zoom into XDR aggregated ports and
view telemetry data per related plane ports. For more

Warning

Prior to installation, please verify that all prerequisites are met. Please
refer to System Requirements.

Note

For an archive of changes and features from previous releases, please
refer to Changes and New Features History.

Note

XDR-related features were delivered at the Alpha level (XDR readiness
only) and are scheduled to reach the Beta level by the November 2024
release.
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Feature Description

information, r efer to XDR Per-Plane Zoom-In.

Added integration with UTM plugin to avoid intermittent port
zero counter values. Refer to Telemetry.

Added support for automatic handling of telemetry
discovery in case of topology changes.

Managing Unhealthy
Ports in XDR IB Clusters

Added the ability to set XDR aggregated ports as healthy or
unhealthy. For more information, refer to Unhealthy Ports
Window.

Switch Management via
Web UI

Added a configurable option for accessing managed switch
CLI and Web-UI via UFM Web-UI. For more information, refer
to Devices Window.

Switch In-Service
Upgrade Events

Added support for two new events - isolating and de-
isolating actions of switch in-service upgrade. Refer to
Threshold-Crossing Events Reference.

Global API for UFM
Plugins Management

Added API for managing UFM plugins via UFM Multi-subnet
consumer. Refer to Multi-Subnet UFM.

Module Temperature
Events Update

Updated the naming and thresholds of the Module
Temperature threshold reached events. Refer to Appendix -
Supported Port Counters and Events.

Persistency for
Certificate Authorities
(CAs) Certificates

Added support for CAs certificate persistency, ensuring the
same CA certificates are used in case of UFM HA
failover/takeover. Refer to Setting Up SSL and CA
Certificates in UFM.

SM Configuration
Validation

Added support for automatic validation of SM configuration
on HCAs. The Validation can be done upon demand via Fabric
Validation. Refer to Events & Alarms → SM Configuration
Events.

Supported Operating
Systems

Added support for UFM HA Ubuntu24.04 and Debian 10
operating systems. Refer to Installation Notes.

Added support for UFM on CentOS Stream 10.

Podman Support
Added Podman support for Oracle. Refer to Podman
Installation.

Plugin Health Test
Enhancement

Updated the health test of the REST over RDMA plugin to
test if the plugin is operating properly. For more information,
refer to UFM Server Health Monitoring.

https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Telemetry+-+User-Defined+Sessions
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Unhealthy+Ports+Window
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Unhealthy+Ports+Window
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Devices+Window
https://docs.nvidia.com/networking/display/ufmenterpriseumv6180/appendix+-+supported+port+counters+and+events
https://docs.nvidia.com/networking/display/ufmenterpriseumv6180/appendix+-+supported+port+counters+and+events
https://docs.nvidia.com/networking/display/ufmenterpriseumv6190/optional+configurations#src-3315017529_OptionalConfigurations-SettingupSSLandCACertificatesinUFM
https://docs.nvidia.com/networking/display/ufmenterpriseumv6190/optional+configurations#src-3315017529_OptionalConfigurations-SettingupSSLandCACertificatesinUFM
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Fabric+Validation+Tab
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Fabric+Validation+Tab
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Events+&+Alarms
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Feature Description

Software Upgrade - API
Request Update

Extended the password length limitation from 20 to 64
characters for the following UFM actions: software upgrade,
firmware upgrade, OFED upgrade, and profile update.

OpenSM static topology
configuration REST API

Added support for managing OpenSM static topology
configuration using REST API. Refer to the UFM REST API
Documentation.

Plugins Changes and New Features

Plugin Version Changes and New Features

REST-RDMA
Plugin

1.0.0-
33

N/A

NDT Plugin
1.1.1-
17

N/A

UFM
Telemetry
Fluentd
Streaming
(TFS) Plugin

1.0.15-
2

As of v1.0.15-2, the plugin pushes telemetry data to FluentD. A n
has been introduced to enable or suppress this feature, with the 
value set to true.

UFM Events
Fluent
Streaming
(EFS) Plugin

1.0.0-6 N/A

UFM Bright
Cluster
Integration
Plugin

1.0.0-3 N/A

UFM Cyber-AI
Plugin

2.10.0-
8

N/A

IB Link
Resiliency
Plugin

1.0.0-3 Introduced the new IB Resiliency plugin, merging ALM and PDR p

ClusterMinder
Plugin 

1.1.7 Introduced the following changes:
Switch:

1. Support NVOS switches
2. Add amBER data for cumulus switches

https://docs.nvidia.com/networking/software/management-software/index.html#ufm-enterprise
https://docs.nvidia.com/networking/software/management-software/index.html#ufm-enterprise
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Plugin Version Changes and New Features

HOST DTS ad-hoc mode:

1. Collect data for " GeneralInfo " and " FirmwareConfigI

Data sources:

1. Add option to add label while adding new data sources
2. Add option to update existing data sources
3. add option to multiple remove data sources

Global changes:

1. Histogram export to excel file
2. Define Cluster Name via UI
3. Component view for group differences
4. Suspected error tab for all the services except DTS

Sysinfo
Plugin 

1.1.1 N/A

SNMP Plugin 1.0.0-3 N/A

Packet Level
Monitoring
Collector
(PMC) Plugin

1.19.10

Bug Fixes:

High and critical severity vulnerability in waitress
Plugin's failure to start web server when PMC process fails t

PDR
Deterministic
Plugin

1.0.5-2 As of UFM Enterprise v6.19.0, the PDR plugin will not be supporte

Autonomous
Link
Maintenance
(ALM) Plugin

2.9.1-2 As of UFM Enterprise v6.19.0, the ALM plugin will not be support

GNMI-
Telemetry
Plugin

1.2.12-
5

New Features:

Notification Trigger: A notification will only be generated if a
of the subscribed counters changes when the flag
include_all_data=true  is set

Partition Format: The partition now supports only the forma
nvidia/ib/1/3/guid[guid=*]/port[port_number=*

Strict Mode Control: A new flag, strict_collected_cou
defaults to false . This flag manages strict mode for mult
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Plugin Version Changes and New Features

requests. If set to true , an error will be returned indicating

is illegal, and no subscription stream will be started. If set to
a message will be logged, and the existing counters will be s

Bug Fixes:

Fixed issue with onchange subscription: The headers for the
message when subscribing to an onchange  should be a st
an array of strings
Fixed issue with incorrect plugin version returned by capabi

UFM
Telemetry
Manager
(UTM) Plugin

1.19.4

Bug Fixes:

Issue with primary and secondary session IDs not being rec
the plugin
Issue with switch port status not being updated

UFM
Consumer
Plugin

1.0.0-
16

N/A

Fast-API
Plugin

1.0.0-2 N/A

UFM Light
Plugin

1.1.0-2
Improved Topology API
Aligned new timestamp format with Telemetry.

Key
Performance
Indexes (KPI)
Plugin

1.0.7-1

New Features:

1. Introduced security updates
2. Integrated the link flapping logic to the KPI plugin as a new 

Note

The items listed in the table below apply to all UFM license types.

Note



NVIDIA UFM Enterprise User Manual v6.19.4 13

Unsupported Functionalities/Features

The following distributions are no longer supported in UFM:

RH7.0-RH7.7 / CentOS7.0-CentOS7.7

SLES12 / SLES 15

EulerOS2.2 / EulerOS2.3

Ubuntu18.04

Deprecated Features:

Mellanox Care (MCare) Integration

UFM on VM (UFM with remote fabric collector)

Logical server auditing

The UFM high availability script - /etc/init.d/ufmha - is no longer supported

The UFM Multi-site portal feature is no longer supported. The Multi-Subnet feature
can be used instead

As of UFM Enterprise v6.19.0, the Autonomous Link Maintenance (ALM) and PDR
Deterministic plugins are no longer supported.

The GRPC-Streamer plugin is deprecated.

As of UFM Enterprise v6.18.0, UFM Agent discovery will be disabled by default, and
managed switches will be discovered in-band

As of UFM Enterprise v6.18.0, the ibdiagpath diagnostic utility is deprecated

For bare metal installation of UFM, it is required to install MLNX_OFED
5.X (or newer) before the UFM installation.

Please make sure to use the UFM installation package that is
compatible with your setup, as detailed in Bare Metal Deployment
Requirements.
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As of UFM Enterprise version 6.14.0, UFM Monitoring Mode is deprecated and is no
longer supported

As of UFM Enterprise v6.12.0, the Logical Elements tab is removed

Removed the following fabric validation tests: CheckPortCounters &
CheckEffectiveBER

Installation Notes

Supported Devices

Supported NVIDIA Externally Managed Switches

Type Model Latest Tested Firmware Version

NDR switches MQM9790 31.2021.4036

HDR switches MQM8790 27.2012.4036

EDR switches SB7790 15.2010.4402

Note

In order to continue working with /etc/init.d/ufmha options, use the
same options using the /etc/init.d/ufmd script.

For example:

Instead of using /etc/init.d/ufmha model_restart, please use
/etc/init.d/ufmd model_restart (on the primary UFM server)

Instead of using /etc/init.d/ufmha sharp_restart, please use
/etc/init.d/ufmd sharp_restart (on the primary UFM server)

The same goes for any other option that was supported on the
/etc/init.d/ufmha script
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Type Model Latest Tested Firmware Version

SB7890

Supported NVIDIA Internally Managed Switches

Type Model Latest Tested OS Version

XDR switches Q3200_RA NVOS-25.02.1002

NDR switches MQM9700 MLNX-OS 3.12.1002
NVOS 25.01.4000

HDR switches

MQ8700
MCS8500
TQ8100-HS2F
TQ8200-HS2F

MLNX-OS 3.12.1002

EDR switches

SB7700
SB7780
SB7800
CS7500
CS7510
CS7520

MLNX-OS 3.10.4400

System Requirements

Bare Metal Deployment Requirements
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Platform Type and Version

OS
(Relevant for
Standalone
and High-
Availability
deployments)

64-bit OS:

RedHat 8
RedHat 9
Ubuntu 20.04
Ubuntu 22.04
Ubuntu 24.04
Debian 10

CPU(a) x86_64

HCAs

NVIDIA ConnectX®-5 with Firmware 16.35.4030 and above
NVIDIA ConnectX®-6 with Firmware 20.24.4702 and above
NVIDIA ConnectX®-7 with Firmware 28.42.0428 and above
NVIDIA ConnectX®-8 with Firmware 40.44.0036 and above
NVIDIA Mezzanine Board with Four ConnectX-7 ASICs for Multi-GPU
Connectivity (CEDAR) with Firmware 28.36.0394 and above
NVIDIA BlueField with Firmware 24.33.900 and above
NVIDIA BlueField-2 with Firmware 24.33.900 and above
NVIDIA BlueField-3 with Firmware 32.42.0148 and above

OFED(b)

MLNX_OFED 5.X
MLNX_OFED23.x
MLNX_OFED24.x

Note

(a) CPU requirements refer to resources consumed by UFM. You can
also dedicate a subset of cores on a multicore server. For example, 4
cores for UFM on a 16-core server.

(b) For supported HCAs in each MLNX_OFED version, please refer to
MLNX_OFED Release Notes.

(c)UFM v6.15.0 is the last version to support NVIDIA ConnectX-4
adapter cards
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Docker Installation Requirements

UFM Docker Container is supported on the standard docker environment (engine).

The following operating systems were tested with Docker Container (as standalone
container):

Component Type and Version

Supported OS RHEL8
RHEL9
Ubuntu20.04
Ubuntu22.04
Ubuntu24.04

Note

For running SHARP Aggregation Manager within UFM, it is
recommended to use MLNX_OFED-5.4.X version or newer.

Note

Installation of UFM on minimal OS distribution is not supported.

Note

UFM does not support systems in which NetworkManager service is
enabled.

Before installing UFM on RedHat OS, make sure to disable the service.
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Component Type and Version

Debian 10

Note

For UFM Docker Container installation in HA mode, please refer to
Bare Metal Deployment Requirements for the list of operating
systems and kernels which support HA.

Note

On some Ubuntu OSs, Docker is installed via SNAP, which might lead
to errors when trying to use UFM Plugins.

To solve this issue, perform the following:

1. Remove Docker installed via SNAP, run:

2. Update the local package index, run :

3. Install native Docker, run:

snap remove --purge docker

apt update
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Podman Installation

Installation Instructions

Since Docker and Podman are mutually exclusive, ensure that any existing Docker
packages are removed before installing Podman. You can do this with the following
command:

Once Docker is removed, proceed with the installation of Podman and the Podman
Docker-compatible CLI using the following commands:

Finally, enable and start the Podman socket to allow for socket-based communication:

apt install-y docker.io

Note

Podman is tested on Oracle Linux and RedHat distributions.

yum remove $(rpm -qa | grep docker)

dnf install podman podman-docker

systemctl enable --now podman.socket
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After installing Podman, the deployment of UFM Docker Containers and UFM plugins
should function in the same way as the corresponding Docker deployments.

UFM Server Resource Requirements per Cluster Size

Fabric Size
CPU
Requirements*

Memory
Requirements

Disk Space Requirements

Minimum Recommended

Up to 1000
nodes

4-core server 4 GB 20 GB 50 GB

1000-5000
nodes

8-core server 16 GB 40 GB 120 GB

5000-10000
nodes

16-core server 32 GB 80 GB 160 GB

Above 10000
nodes

Contact NVIDIA Support

UFM GUI Client Requirements

The platform and GUI requirements are detailed in the following tables:

Platform Details

Browser Edge, Internet Explorer, Firefox, Chrome, Opera, Safari

Memory
Minimum: 8 GB
Recommended: 16 GB

MFT Package Version
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Platform Details

MFT Integrated with MFT version 4.30.1-1210

UFM SM Version

Platform Type and Version

SM UFM package includes SM version 5.21.12

UFM NVIDIA SHARP Software Version

Platform Type and Version

NVIDIA® Scalable Hierarchical Aggregation and
Reduction Protocol (SHARP)™

UFM package includes NVIDIA SHARP
software version 3.9.1

Used Ports by UFM Server

Note

Assuming the SM is connected to the production cluster, it can
handle any events (IB traps) coming from the fabric that is being built;
such events should not affect the routing on the production cluster. If
events occurred in the production cluster, the routing could be
changed.

However, NVIDIA recommends isolating fabric sections to allow faster
bring-ups, faster troubleshooting and misconfiguration avoidance
that can cause routing errors. Isolation provides clearer SM and
CollectX logs, avoiding warnings/errors from masking real production
issues.
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For a list of ports used by the UFM Server for internal and external communication, refer
to Appendix – Used Ports.

Software Update from Prior Versions

The installer detects versions previously installed on the machine and prompts you to run
a clean install of the new version or to upgrade while keeping user data and configuration
unchanged.

The upgrade from previous versions maintains the existing database and configuration,
allowing a seamless upgrade process.

Bug Fixes in This Release

Ref # Description

4351867 Description: Resolved issue where, after a multi-NIC host reboot without a
common description, some modules were not removed from the original

Info

Upgrading UFM Enterprise software version is supported up to two
previous GA software versions (GA -1 or -2).

For example, if you wish to upgrade to UFM Enterprise v6.17.0, it is
possible to do so only from UFM Enterprise v6.16.0 or v6.15.0.

Note

Due to a possible conflict, SM and SHARP installed by the
MLNX_OFED must be uninstalled. The installation procedure will
detect and print all MLNX_OFED packages that must be removed.

https://stage-confluence.nvidia.com/pages/viewpage.action?pageId=1937715672
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Ref # Description

system.

Keywords: Multi-NIC, Module

Discovered in Release: v6.19.0

4410864

Description: Fixed issue where UFM server selected the wrong GUID for the
fabric interface when Socket Direct was enabled on the InfiniBand HCA.

Keywords: GUID, Fabric Interface, Socket Direct

Discovered in Release: v6.6.0

Known Issues in This Release

Issue Description

4504965

Description: Resolved issue where " cables activate " using Flint failed
over the IB interface.

Keywords: cables activate , Flint, Fail

Discovered in Release: N/A

Changes and New Features History

Info

For a list of known issues from previous releases, please refer to
Known Issues History.

Note

The items listed in the table below apply to all UFM license types.
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Feature Description

Rev 6.18.0

UFM Reports
Enhancements

Added an option for excluding unhealthy ports from UFM reports
based on ibdiagnet (for example: Fabric Health report, Fabric
Validation tests). For more information, refer to Excluding Unhealthy
Ports from Fabric Health Report.

Telemetry
Enhancements

Added support for Egress Queue depth indications (as part of UFM
secondary telemetry instance). For more information, refer to
Exposing Performance Histogram Counters.

Added support for Extended Port VL Xmit Time Congestion counters
(as part of UFM secondary telemetry instance).

UFM
Configuration
Adjustments

Added the option for auto-setting of UFM configuration based on
fabric size (large scale, small scale). For more information, refer to
Adjusting UFM Configuration Files Based on Fabric Size.

UFM Container
Timezone

The UFM Container has been updated to operate in the host
machine's time zone instead of UTC.

UFM Events

Added the ability to update thresholds, severities, and durations
(TTL) for selected UFM Events.

Added a new UFM event for indicating asymmetric Adaptive Routing
(based on SM trap). For more information, refer to Appendix -
Supported Port Counters and Events.

Topology
Changes Reports
Enhancements

Enhanced the topology change indication from the master topology
and enabled a quick drill-down to the associated topology change
report. For more information, refer to Topology Compare Tab and
Events & Alarms.

Multi-Subnet
UFM

Added support for running UFM Fabric validation Tests from UFM
Multi-Subnet Consumer. For more information, refer to Multi-Subnet
UFM.

UFM Docker
Container
Deployment

Added support for deploying UFM as a docker on Oracle Linux 8. For
more information, refer to Installation Notes.

UFM-HA

HA Deployment: Added support for deploying UFM HA on
Ubuntu24.04.

HA Configuration: Added configurable failover criteria (management
interface loss-of-link).

UFM System Introduced an internal debugging tool for more efficient analysis of

https://docs.nvidia.compages/createpage.action?spaceKey=ufmenterpriseumv6194&title=Optional+Configurations&linkCreation=true&fromPageId=4029938160
https://docs.nvidia.compages/createpage.action?spaceKey=ufmenterpriseumv6194&title=Optional+Configurations&linkCreation=true&fromPageId=4029938160
https://docs.nvidia.compages/createpage.action?spaceKey=ufmenterpriseumv6194&title=Optional+Configurations&linkCreation=true&fromPageId=4029938160
https://docs.nvidia.compages/createpage.action?spaceKey=ufmenterpriseumv6194&title=Optional+Configurations&linkCreation=true&fromPageId=4029938160
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Topology+Compare+Tab
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Events+&+Alarms
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Dump Analyser UFM system dumps.

Plugins

REST-RDMA
Plugin

Added support for client certificate
authentication when communicating between
the client and the REST over RDMA plugin server.

UFM Light Plugin
Added support for UFM Light Plugin to create a
reduced UFM model and deliver a high-
performance REST API.

Key Performance
Indexes (KPI)
Plugin

Added support for the KPI plugin which
periodically collects telemetry metrics and
topology data from one or multiple UFM
Telemetry and UFM clusters to calculate high-
level Key Performance Indicators (KPIs).

ClusterMinder
Plugin 

Added support for the ClusterMind plugin which
collects telemetry data from multiple data
sources and aggreats, streams and visualizes the
backend.

Packet Level
Monitoring
Collector (PMC)
Plugin

Added the option to collect PHY link-down event
indications through fast-recovery notification
channels.

UFM Plugins
Management

Added support for UFM plugin management
using the manage_ufm_plugins.sh  script.

Plugins Bundle
Added support for a single deployment of
plugins to extend functionalities of the UFM
ecosystem.

REST APIs

UFM-Forge
Integration

Added support for setting SM resource
limitation. For more information, refer to the
Physical-Virtual GUID Mapping REST API.

SHARP Jobs
Performance
Analysis

Added a new REST API which expose SHARP Job
statistics data. For more information, refer to
NVIDIA SHARP REST API

UFM Logging
Added caller (IP Address) and duration logging
info for all REST API calls.

UFM Version API
Enhancement

Added a REST API to retrieve the versions of
major UFM components and enabled plugins.

Rev 6.17.0

https://docs.nvidia.com/networking/display/ufmenterpriserestapiv6180/physical-virtual+guid+mapping+rest+api
https://docs.nvidia.com/networking/display/ufmenterpriserestapiv6180/nvidia+sharp+rest+api
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Feature Description

XDR Support

Added XDR support readiness (based on XDR setup simulations
only).

Added support for UFM Network topology planarized network.

Switch NVOS
Support

Added support for NVOS switches in UFM.

Device Access
Added the ability to record two sets of switch login credentials on
UFM. Refer to Device Access

UFM
Authentication
Server

The authentication server is enabled by default. Refer to
Configurations of the UFM Authentication Server.

InfiniBand Cluster
Procedures
Automation

Upon UFM startup, the following procedures are initiated:

Generate default Fabric health - Refer to Fabric Health Tab
Validate cluster topology - Refer to Topology Compare Tab
Obtain and keep the UFM's initial system dump - Refer to UFM
System Dump Tab

Secondary
Telemetry

Added the " rq_general_error " field to support retrieving
the number of packet drops due to MPR mismatch.
Added support for reporting cable length information for NDR
optic cables.
Added support for retrieving cable information for downed
ports.
Added switch/module power usage data in UFM telemetry.

For more information, refer to Low-Frequency (Secondary) Telemetry
Fields.

Events Simulation
Added the ability to simulate any event from the Events policy tab.
Refer to Events Policy Simulation.

Unhealthy Port
Enhancement

Added the ability to display valid unhealthy port information
(eliminating non-zero port values) when added manually. Refer to
Unhealthy Ports Window.

UFM High
Availability

Added support for UFM HA to configure IPv4 and IPv6 concurrently
to provide Virtual IP address. Refer to UFM High-Availability User
Guide.

REST APIs Unhealthy Ports REST API: Added the ability to return device state
(healthy/unhealthy). Refer to NVIDIA UFM Enterprise REST API Guide

https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Device+Access
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Fabric+Health+Tab
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Topology+Compare+Tab
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/UFM+System+Dump+Tab
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/UFM+System+Dump+Tab
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Events+Policy
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Unhealthy+Ports+Window
https://docs.nvidia.com/networking/display/ufmha
https://docs.nvidia.com/networking/display/ufmha
https://docs.nvidia.com/networking/display/ufmenterpriserestapi
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→ Unhealthy Ports REST API

Add switch/module power usage data in UFM telemetry. Refer to
NVIDIA UFM Enterprise REST API Guide → Systems REST API

Plugins

Enhanced Plugins management infrastructure.

GNMI-Telemetry Plugin: Added support for streaming gNMI events
and restricted authentication via client SAN pinning/filtering on the
gNMI plugin server-side.

UFM Telemetry Manager (UTM) Plugin: Added a new plugin to
monitor and manage running UFM Telemetry instances.

UFM Consumer Plugin: Added a new plugin that serves as a Multi-
Subnet consumer within UFM, offering all the functionalities
available for Multi-Subnet UFM.

PDR Deterministic Plugin: Updated high BER analysis with the up-to-
date high BER algorithm.

Autonomous Link Maintenance (ALM) Plugin: Added the following
capabilities:

Model configuration
Configure to reset both ports after isolation
Reflect model performance to the user

UFM Telemetry Fluentd Streaming (TFS) Plugin: Added an option to
the TFS to stream the data using the CLX C streamer instead of the
Python streamer.

Rev 6.16.0

Syslog Streaming
Added the option for setting UFM syslog streaming facility. For more
information, refer to Configuring Syslog

Switch Cables
REST API

Added the option to query specific switch cables (using Ports API).

Switch Power
Information

Added support for switch and modules power usage data in UFM
telemetry and REST API​. For more information, refer to Devices
Window and Inventory Window.

UFM Data
Streaming

Added the ability to change the UFM Data streaming log facility. For
more information, refer to Configuring Syslog and Configuring UFM
Logging.

https://docs.nvidia.com/networking/display/ufmenterpriserestapi
https://docs.nvidia.com/networking/display/ufmenterpriserestapi
https://docs.nvidia.compages/createpage.action?spaceKey=ufmenterpriseumv6194&title=Optional+Configurations&linkCreation=true&fromPageId=4029938160
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Devices+Window
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Devices+Window
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Inventory+Window
https://docs.nvidia.compages/createpage.action?spaceKey=ufmenterpriseumv6194&title=Additional+Configuration+%28Optional%29&linkCreation=true&fromPageId=4029938160
https://docs.nvidia.compages/createpage.action?spaceKey=ufmenterpriseumv6194&title=Optional+Configurations&linkCreation=true&fromPageId=4029938160
https://docs.nvidia.compages/createpage.action?spaceKey=ufmenterpriseumv6194&title=Optional+Configurations&linkCreation=true&fromPageId=4029938160
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Kerberos
Authentication

Added the ability for Kerberos authentication, a strong network
authentication protocol for client-server applications. For more
information, refer to Kerberos Authentication and Enabling Kerberos
Authentication.

SM Settings
Changed the default maximal number of VLs to 2 (VL0 – VL1)​. For
more information, refer to Appendix – UFM Subnet Manager Default
Properties.

Cable
Management

Added support for showing transceiver information for downed links.
For more information, refer to Cables Window and Network Map.

Secondary
Telemetry

Added the secondary_slvl_support  flag and information on
the default counters. For more information, refer to Secondary
Telemetry.

Congestion
Control

Added support for SM congestion control settings. For more
information, refer to Appendix - OpenSM Configuration Files for
Congestion Control.

UFM HA
Enhanced reliability and added support for setting UFM HA on LVM
(Logical Volume Manager). For more information, refer to UFM High-
Availability Documentation.

Plugins

Packet Mirroring Collector (PMC) Plugin: Added support for event on
PF indicating a QP closing with error on any other GVMI/VF. For more
information, refer to Packet Level Monitoring Collector (PMC) Plugin.

PDR Deterministic Plugin: Updated instructions. For more
information, refer to PDR Deterministic Plugin.

GNMI-Telemetry Plugin: Added gNMI telemetry streaming support ​
(supporting secured mode streaming). For more information, refer to
GNMI-Telemetry Plugin.

NDT Plugin (Subnet Merger): Added the option to validate the
extended fabric using cable validation tool. For more information,
refer to the NDT Plugin.

Bug Fixes History

Ref. # Description

Rev 6.18.0

https://docs.nvidia.compages/createpage.action?spaceKey=ufmenterpriseumv6194&title=Optional+Configurations&linkCreation=true&fromPageId=4029938160
https://docs.nvidia.compages/createpage.action?spaceKey=ufmenterpriseumv6194&title=Optional+Configurations&linkCreation=true&fromPageId=4029938160
https://docs.nvidia.compages/createpage.action?spaceKey=ufmenterpriseumv6194&title=Optional+Configurations&linkCreation=true&fromPageId=4029938160
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Cables+Window
https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Network+Map
https://docs.nvidia.compages/createpage.action?spaceKey=ufmenterpriseumv6194&title=Optional+Configurations&linkCreation=true&fromPageId=4029938160
https://docs.nvidia.compages/createpage.action?spaceKey=ufmenterpriseumv6194&title=Optional+Configurations&linkCreation=true&fromPageId=4029938160
https://docs.nvidia.comttps//docs.nvidia.com/networking/display/ufmha540
https://docs.nvidia.comttps//docs.nvidia.com/networking/display/ufmha540
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Ref. # Description

4012915

Description: Fixed bug in SMTP configuration

Keywords: SMTP, Configuration

Discovered in Release: v6.17.1

3985023

Description: Fixed the issue where GUIDs could not be assigned to empty
keys in the REST API

Keywords: REST API, GUID, Empty Keys

Discovered in Release: v6.17.2

3959780

Description: Fixed the issue with missing telemetry data on the dashboard
after installing UFM Enterprise v6.17.1

Keywords: Telemetry, Data, Dashboard

Discovered in Release: v6.17.1

3912416

Description: Fixed the issue where the Web UI frequently exits after the
admin password was changed

Keywords: WebUI, Exit, Password

Discovered in Release: v6.17.0

3881365

Description: Fixed the issue with the CloudX REST API malfunctioning when
deleting a port associated with a PKey

Keywords: CloudX, REST API, PKey, Port

Discovered in Release: v6.15.2

Rev 6.17.0

3912416

Description: Fixed issue with the authentication server being repeatedly
restarted by the UFM health check after the default admin password is
changed

Keywords: Authentication, Server, Disable

Discovered in Release: v6.17.0

3863958

Description: Fixed issue where IB-IB go to INIT states due to failed UFM
failover after enabling SHARP with PKeys

Keywords: SHARP, PKey, IB-IB Link, Failover

Discovered in Release: v6.16.0

3850673 Description: Fixed issue where multiple ports go down simultaneously (link-
downed counter increment)
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Keywords: Ports, down, simultaneous

Discovered in Release: v6.15.1

3850217

Description: Fixed issues with ALM plugin (disabled handling topology
changes and limited the number of trials of creating dynamic telemetry
sessions by configurable variables)

Keywords: ALM Plugin

Discovered in Release: v6.15.0

3826544

Description: Fixed node info discovery issue

Keywords: Node, Info, Discovery

Discovered in Release: v6.16.0

3826069

Description: Fixed HCA port naming convention inconsistencies in UFM
WebUI

Keywords: HCA port, Port name, WebUI

Discovered in Release: v6.15.2

3816196

Description: Fixed issue where UFM creates empty PKeys by UFM Rest API

Keywords: Empty, PKey, REST API

Discovered in Release: v6.15.2

3811475

Description: Fixed issue where UFM loggings REST API omits additional
contents of the log when it spans over multiple lines

Keywords: UFM Loggings, REST API, Span over, Multiple Lines

Discovered in Release: v6.15.3

3803527

Description: Fixed issue with Create History REST API while collecting SM
Logs Error

Keywords: Create History, SM Log Error

Discovered in Release: v6.15.3

3752196

Description: Fixed intermittent UFM REST API Failures

Keywords: UFM REST API, Failures

Discovered in Release: v6.16.0

3864876 Description: Fixed issue with UFM events not appearing in remote syslog

Keywords: UFM Events, Remote syslog
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Discovered in Release: v6.15.1

3809574:

Description: Fixed WebUI issues in the "Power" column

Keywords: WebUI, Power

Discovered in Release: v6.16.0

3766079

Description: Fixed issue with UFM not showing SSH user/pass tab

Keywords: SSH, User/Pass Tab

Discovered in Release: v6.15.0

3916656

Description: Fixed issue with releasing lock without acquiring when handling
MC join requests from unknown source.

Keywords: MC, lock

Discovered in Release: v6.17.0

Rev 6.16.0

3754940

Description: Fixed issue where following the UFM HA upgrade from version
5.0.1-2 to version 5.3.1-2, the ufm_ha_cluster config  command wiped
the root partition

Keywords: UFM HA Upgrade, ufm_ha_cluster config , Root Partition,
Wipe

Discovered in Release: 6.15.2

3752196

Description: Fixed intermittent UFM REST API Failures

Keywords: REST API, Failure

Discovered in Release: 6.15.1

3758874

Description: Fixed manage_the_unmanaged tool failure

Keywords: manage_the_unmanaged, Failure

Discovered in Release: 6.15.2

3773902

Description: Fixed the issue in congestion control, where cc-policy.conf
file remains unchanged following the upgrade of the container version ( with
no changes made by the user)

Keywords: Congestion Control, cc-policy.conf, Upgrade, Container

Discovered in Release: 6.16.0-4
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3560659

Description: Modifying the mtu_limit parameter for [MngNetwork] in gv.cfg
does not accurately reflect changes upon restarting UFM.

Keywords: mtu_limit, MngNetwork, gv.cfg, UFM restart

Workaround: UFM needs to be restarted twice in order for the changes to
take effect.

Discovered in Release: 6.13.1

Rev 6.15.1

3670183

Description: Monitoring endpoint not returning counters for an active
interface

Keywords: Monitoring, Active Interface, Counters

Discovered in release: v6.15.0

3670182

Description: Inconsistent port format type returned from the UFM

Keywords: Inconsistent, Port, Format Type

Discovered in release: v6.14.1

3666944

Description: Port auto isolation failed to activate when a port consistently
exhibited a high Symbol BER (1e-7)

Keywords: Port Auto Isolation, Symbol BER

Discovered in release: v6.13.1

3665316

Description: The UFM REST API endpoint /ufmRest/resources/ports
provide inaccurate port state information

Keywords: Ports REST API, Port State

Discovered in release: v6.14.1

3604194

Description: UFM Fabric Validation " CheckPortCounters " failure

Keywords: Fabric Validation, CheckPortCounters

Discovered in release: v6.13.2

Rev 6.15.0

3665001 Description: UFM Web UI does not display Network Map (stuck with "please
wait" message)

Keywords: Web UI, Network Map
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Discovered in release: v6.14.1

3644553

Description: When querying the ports, adding a cable_info=true  as an
argument will give cable information per port

Keywords: Ports, Query, cable_info=true

Discovered in release: v6.14.0

3604212

Description: Broken links REST API

Keywords: REST API, Broken link

Discovered in release: v6.13.2

3604183

Description: UFM error UFM NOT performed OpenSM polling for fabric
changes more than 230742 seconds

Keywords: OpenSM, UFM Error

Discovered in release: v6.13.2-5

3604021

Description: UFM Enterprise installation under Ubuntu 22.04 fails on
configure_ha_nodes.sh

Keywords: Ubuntu 22.04, Installation, configure_ha_nodes.sh

Discovered in release: v6.14.1-5

3587849

Description: OpenSM restarted when backup UFM lost power

Keywords: OpenSM, Restart

Discovered in release: v6.9

3577427

Description: UFM REST API returns wrong switch type for NDR unmanaged
switch

Keywords: Unmanaged Switch, NDR, REST API

Discovered in release: v6.13.1

3575882

Description: UFM event is not generated for a switch down

Keywords: UFM Event, Switch Down

Discovered in release: v6.13.1

3628421

Description: UFM Web UI timezone issue when selecting Local Time

Keywords: Timezone, Web UI, Local Time

Discovered in release: v6.14.1-5
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3566193

Description: Request for docker UFM HA support on Debian OS 10.13

Keywords: Docker, HA support, Debian

Discovered in release: v6.14.1-5

3565820

Description: UFM container CLI bugs

Keywords: CLI, Container

Discovered in release: v6.13.2-5

Rev 6.14.0

3590777

Description: After upgrading UFM new telemetry data is not being collected
and presented in UI Telemetry tab.

Keywords: Telemetry, Coredump

Discovered in release: 6.14.0

Rev 6.13.2

3228893

Description: ufm-prolog.sh failure: hostnames are not found in the fabric
after reboot

Keywords: Hostnames; ufm-prolog.sh , reboot

Discovered in Release: 6.10.0

3495692

Description: UFM Enterprise v6.13.1 server hangs intermittently, blocking
UFM REST server, and UFM GUI

Keywords: UFM REST, UFM GUI

Discovered in Release: 6.13.1

N/A

Description: Reverted setGuidsForPkey APIs for supporting SHARP
reservation (in case it is enabled)

Keywords: setGuidsForPkey, SHARP Reservation

Discovered in Release: 6.13.1

Known Issues History

Ref # Issue

Rev 6.18.0
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Ref # Issue

3991199

Description: Dynamic Telemetry instances are not recovered during the backup

Keywords: Dynamic Telemetry, Backup, Restore

Workaround: N/A

Discovered in Release: 6.17.5

Rev 6.17.0

3859362

Description: UFM TFS endpoint dashboard report Switch port TX/RX rate reach

Keywords: TFS, Switch Port, TX/RX

Workaround: N/A

Discovered in Release: v6.15.1

3881365

Description: Malfunctioning of the rest API when deleting port associated to a 

Keywords: CloudX, API, Bare-Metal

Workaround: N/A

Discovered in Release: v6.15.2

3862847

Description: UFM reports wrong cable length for NDR optical cables connected

Keywords: NDR, Optical Cables, Quantum-2, Switch

Workaround: N/A

Discovered in Release: v6.17.0

Rev 6.16.0

3791820 Description: Configuring the collection of SLVL on the secondary telemetry will
sampled at a reduced rate.

Keywords: SLVL, Multi-Rate, Reduced Rate

Workaround: Edit the launch_ibdiagnet_config.ini  file and restart the U

1. Edit the launch_ibdiagnet_config.ini  file by running the following 

Comment the following line:

vi 
/opt/ufm/files/conf/secondary_telemetry_defaults/launc
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2. Restart UFM telemetry:

Discovered in Release: 6.15.0

3775405

Description: Upon UFM startup, an empty temporary folder will be created at /t
(due to periodic telemetry status check)

Keywords: Empty folder, temporary, /tmp

Workaround: Add 'rm -f /tmp/tmp*' to crontab to run daily or change
instances_sessions_compatibility_interval parameter in gv.cfg to 30/60 minutes

Discovered in Release: v6.15.0

3560659

Description: Modifying the mtu_limit  parameter for [MngNetwork] in gv.cfg
changes upon restarting UFM.

Keywords: mtu_limit , MngNetwork, gv.cfg, UFM restart

Workaround: UFM needs to be restarted twice in order for the changes to take

Discovered in Release: v6.15.0

3729822

Description: The Logs API temporarily returns an empty response when SM log
both previous year (2023) and current year (2024).

Keywords: Logs API, Empty response, Logs file

Workaround: N/A (issue will be automatically resolved after the problematic SM
messages from 2023 and 2024 years, will be rotated)

Discovered in Release: v6.15.0

3675071

Description: UFM stops gracefully after the b2b primary cable is physically disc

Keywords: UFM HA, B2B, Primary Cable Disconnection

Workaround: N/A

Discovered in Release: 6.14.1

#base_freq=1

/etc/init.d/ufmd ufm_telemetry_stop
/etc/init.d/ufmd ufm_telemetry_start



NVIDIA UFM Enterprise User Manual v6.19.4 37

Ref # Issue

N/A

Description: Execution of UFM Fabric Health Report (via UFM Web UI / REST AP
SLRG register which might cause some of the switch and HCA's firmware to stu
to stay at "Init" state.

Keywords: Fabric Health Report, SLRG register, "Init" state, Switch, HCA

Discovered in Release: 6.14.0

3538640

Description: Fixed ALM plugin log rotate function.

Keywords: ALM, Plugin, Log rotate

Discovered in Release: 6.13.0

3532191

Description: Fixed UFM hanging (database is locked) after corrective restart of 

Keywords: Hanging, Database, Locked

Discovered in Release: 6.13.0

3555583

Description: Resolved REST API links' inability to return hostname for computer

Keywords: REST API, Links, Hostname, Computer Nodes

Discovered in Release: 6.12.1

3549795

Description: Fixed ufm_ha_cluster status to show DRBD sync status.

Keywords: ufm_ha_cluster, DRBD, Sync Status

Discovered in Release: 6.13.0

3549793

Description: Fixed UFM HA installation failure.

Keywords: HA, Installation

Discovered in Release: 6.13.0

3547517

Description: Fixed UFM logs REST API returning empty result when SM logs exis

Keywords: Logs, SM logs, Empty

Discovered in Release: 6.11.0

3546178

Description: Fixed SHARP jobs failure when SHARP reservation feature is enabl

Keywords: SHARP, Jobs, Reservation

Discovered in Release: 6.13.0

3541477 Description: Fixed UFM module temperature alerting on wrong thresholds.

Keywords: Module Temperature, Alert Threshold
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Discovered in Release: 6.13.0

3191419

Description: Fixed UFM default session API returning port counter values as NU

Keywords: Null, Port Counter, Value, API

Discovered in Release: 6.9.0

3560659

Description: Fixed proper update in [MngNetwork] mtu_limit in gv.cfg when res

Keywords: mtu_limit, gv.cfg, Update, UFM restart

Discovered in Release: 6.13.1

3534374

Description: Fixed configure_ha_nodes.sh failure when deploying UFM6.13.x HA

Keywords: configure_ha_nodes.sh, HA, Ubuntu22.04

Discovered in Release: 6.13.0

3496853

Description: Fixed daily report not being sent properly.

Keywords: Daily Report, Failure

Discovered in Release: 6.13.0

3469639

Description: Fixed REST RDMA server failure every couple of days, causing inab

Keywords: REST RDMA, ibdiagnet

Discovered in Release: 6.12.0

3455767

Description: Fixed incorrect combination of multiple devices in monitoring.

Keywords: Monitoring, Incorrect combination

Discovered in Release: 6.12.0

3511410

Description: Collect system dump for DGX host does not work due to missing s

Workaround: Install sshpass utility on the DGX .

Keywords: System Dump, DGX, sshpass utility

3432385

Description: UFM does not support HDR switch configured with hybrid split mo
are split and some are not.

Workaround:  UFM can properly operate when all or none of the HDR switch po

Keywords: HDR Switch, Ports, Hybrid Split Mode

3472330 Description: On bare-metal high availability (HA), when initiating a UFM system 
or standby node, the collection process will not include the HA dumps (pacema
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Workaround:  To extract the HA system dump from bare-metal, run the followin
master/standby nodes:

The extracted HA system dump are stored in /tmp/HA_sysdump.gz.tar

Keywords: UFM System Dump, HA, Bare-Metal

3461658

Description: After the upgrade from UFM Enterprise v6.13.0 GA to UFM Enterp
fast recovery path in opensm.conf  is not automatically updated and remains 

fast_recovery_conf_file (null))

Workaround:  If you wish to enable the network fast recovery feature in UFM, m
appropriate path for the current fast recovery configuration file (
/opt/ufm/files/conf/opensm/fast_recovery.conf ) in the opensm.con

/opt/ufm/files/conf/opensm , before starting UFM.

Keywords:  Network fast recovery, Missing, Configuration

N/A

Description: Enabling a port for a managed switch fails in case that port is not d
(this may occur in ports that were disabled on previous versions of UFM - prior t

Workaround: Set "persistent_port_operation=false” in gv.cfg  to use non-per
enabling of the port. UFM restart is required.

Keywords: Disable, Enable, Port, Persistent

3346321

Description:  Failover to another port (multi-port SM) will not work as expected 
docker container

Workaround: Failover to another port (multi-port SM) works properly on UFM Ba

Keywords: Failover to another port, Multi-port SM

3348587

Description: Replacement of defected nodes in the HA cluster does not work w

Workaround: N/A

Keywords: Defected Node, HA Cluster, pcs version

3336769 Description: UFM-HA: In case the back-to-back interface is disabled or disconn
a split-brain state, and the "ufm_ha_cluster status" command will stop function

Workaround: To resolve the issue:

1. Connect or enable the back-to-back interface

/usr/bin/vsysinfo -S all -e -f /etc/ufm/ufm-ha-sysdump.con
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Ref # Issue

2. Run

3. Follow instructions in Split-Brain Recovery in HA Installation.

Keywords: HA, Back-to-back Interface

3361160

Description: Upgrading UFM Enterprise from versions 6.8.0, 6.9.0 and 6.10.0 res
historical telemetry database (due to schema change). This means that the new
based on the new schema.

Workaround: To preserve the historical telemetry database data while upgradin
6.9.0 and 6.10.0, perform the upgrade in two phases. First, upgrade to UFM v6.1
latest UFM version (UFM v6.12.0 or newer). It is important to note that the upgr
depending on the size of the historical telemetry database.

Keywords: UFM Historical Telemetry Database, Cleanup, Upgrade

3346321

Description: In some cases, when multiport SM is configured in UFM, a failover 
be triggered instead of failover to the local available port

Workaround: N/A

Keywords: Multiport SM, Failover, Secondary port

3240664

Description: This software release does not support upgrading the UFM Enterp
version (v6.11.0). UFM upgrade is supported in UFM Enterprise v6.9.0 and v6.10

Workaround: N/A

Keywords: UFM Upgrade

3242332

Description: Upgrading MLNX_OFED uninstalls UFM

Workaround: Upgrade UFM to a newer version (v6.11.0 or newer), then upgrade

Keywords: MLNX_OFED, Uninstall, UFM

3237353

Description: Upgrading from UFM v6.10 removes MLNX_OFED crucial packages

Workaround: Reinstall MLNX_OFED/UFM

Keywords: MLNX_OFED, Upgrade, Packages

N/A

Description: Running UFM software with external UFM-SM is no longer support

Workaround: N/A

Keywords: External UFM-SM

pcs cluster start --all
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Ref # Issue

3144732

Description: By default, a managed Ubuntu 22 host will not be able to send syst
remote host as it does not include the sshpass utility.

Workaround: In order to allow the UFM to generate system dump from a manag
sshpass utility prior to system dump generation.

Keywords: Ubuntu 22, sysdump, sshpass

3129490

Description: HA uninstall procedure might get stuck on Ubuntu 20.04 due to m
the host.

Workaround: Stop the multipath daemon before running the HA uninstall script

Keywords: HA uninstall, multipath daemon, Ubuntu 20.04

3147196

Description: Running the upgrade procedure on bare metal Ubuntu 18.04 in HA

Workaround: For instructions on how to apply the upgrade for bare metal Ubun
Availability Upgrade for Ubuntu 18.04 .

Keywords: Upgrade, Ubuntu 18.04, Docker Container, failure

3145058

Description: Running upgrade procedure on UFM Docker Container in HA mode

Workaround: For instructions on how to apply the upgrade for UFM Docker Con
Container Procedure.

Keywords: Upgrade, Docker Container, failure

3061449

Description: Upon upgrade of UFM all telemetry configurations will be overridde
configuration of the new UFM version.

Workaround: If the telemetry configuration is set manually, the user should set
upgrading the UFM for the changes to take effect.
Telemetry manual configuration should be set on the following telemetry config
upgrade: /opt/ufm/conf/telemetry_defaults/launch_ibdiagnet_con

Keywords: Telemetry, configuration, upgrade, override.

3053455

Description: UFM “Set Node Description” action for unmanaged switches is not
deployments

Workaround: N/A

Keywords: Set Node Description, Ubuntu18

3053455

Description: UFM Installations are not supported on RHEL8.X or CentOS8.X

Workaround: N/A

Keywords: Install, RHEL8, CentOS8

https://docs.nvidia.com/networking/display/UFMEnterpriseQSGLatest/Upgrading+UFM+Software
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Ref # Issue

3052660

Description: UFM monitoring mode is not working

Workaround: In order to make UFM work in monitoring mode, please edit telem
/opt/ufm/conf/telemetry_defaults/launch_ibdiagnet_config.ini

Search for arg_12  and set empty value: arg_12=
Restarting the UFM will run the UFM in monitoring mode. Before starting the U
monitoring_mode = yes  in gv.cfg

Keywords: Monitoring, mode

3054340

Description: Setting non-existing log directory will fail UFM to start

Workaround: Make sure to set a valid (existing) log directory when setting this p

Keywords: Log, Dir, fail, start
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UFM Overview
Scale-Out Your Fabric with Unified Fabric Manager

NVIDIA®UFM is a host-based solution that provides all the management functionalities
required for managing fabrics.

Fabric Topology with UFM

UFM Server is a server on which UFM is installed and has complete visibility over the
fabric to manage routing on all devices.

UFM HA Server is a UFM installed server on a secondary server for High Availability
deployment.

Managed Switching Devices are fabric switches, gateways, and routers managed by UFM.
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Managed Servers are the compute nodes in the fabric on which the various applications
are running, and UFM manages all servers connected to the fabric.

UFM Host Agent is an optional component that can be installed on the Managed Servers.
UFM Host Agent provides local host data and host device management functionality.

The UFM Host Agent provides the following functionality:

Discovery of IP address, CPU, and memory parameters on host

Collection of CPU/Memory/Disk performance statistics on host

Upgrading HCA Firmware and OFED remotely

Creating an IP interface on top of the InfiniBand partition

UFM Switch Agent is an embedded component in NVIDIA switches that allows IP address
discovery on the switch and allows UFM to communicate with the switch. For more
information, please refer to Device Management Feature Support.

UFM Benefits

Benefit Description

Central Console for
Fabric
Management

UFM provides all fabric management functions in one central
console.
The ability to monitor, troubleshoot, configure and optimize all
fabric aspects is available via one interface. UFM’s central
dashboard provides a one-view fabric-wide status view.

In-Depth Fabric
Visibility and
Control

UFM includes an advanced granular monitoring engine that
provides real-time access to switch and host data, enabling
cluster-wide monitoring of fabric health and performance, real-
time identification of fabric-related errors and failures, quick
problem resolution via granular threshold-based alerts and a fabric
utilization dashboard.

Advanced Traffic
Analysis

Fabric congestion is difficult to detect when using traditional
management tools, resulting in unnoticed congestion and fabric
under-utilization. UFM’s unique traffic map quickly identifies traffic
trends, traffic bottlenecks, and congestion events spreading over
the fabric, which enables the administrator to identify and resolve
problems promptly and accurately.
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Benefit Description

Enables Multiple
Isolated
Application
Environments on a
Shared Fabric

Consolidating multiple clusters into a single environment with
multi-tenant data centers and heterogeneous application
landscapes requires specific policies for the different parts of the
fabric. UFM enables segmentation of the fabric into isolated
partitions, increasing traffic security and application performance.

Service-Oriented
Automatic
Resource
Provisioning

UFM uses a logical fabric model to manage the fabric as a set of
business-related entities, such as time critical applications or
services. The logical fabric model enables fabric monitoring and
performance optimization on the application level rather than just
at the individual port or device level. Managing the fabric using the
logical fabric model provides improved visibility into fabric
performance and potential bottlenecks, improved performance due
to application-centric optimizations, quicker troubleshooting and
higher fabric utilization.

Quick Resolution
of Fabric Problems

UFM provides comprehensive information from switches and
hosts, showing errors and traffic issues such as congestion. The
information is presented in a concise manner over a unified
dashboard and configurable monitoring sessions. The monitored
data can be correlated per job and customer, and threshold-based
alarms can be set.

Seamless Failover
Handling

Failovers are handled seamlessly and are transparent to both the
user and the applications running on the fabric, significantly
lowering downtime. The seamless failover makes UFM in
conjunction with other Mellanox products, a robust, production-
ready solution for the most demanding data center environments.

Open Architecture

UFM provides an advanced Web Service interface and CLI that
integrate with external management tools. The combination
enables data center administrators to consolidate management
dashboards while flawlessly sharing information among the various
management applications, synchronizing overall resource
scheduling, and simplifying provisioning and administration.

Main Functionality Modules

Module Description

Fabric
Dashboard

UFM’s central dashboard provides a one-view fabric-wide status view.
The dashboard shows fabric utilization status, performance metrics,
fabric-wide events, and fabric health alerts.
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Module Description

The dashboard enables you to efficiently monitor the fabric from a
single screen and serves as a starting point for event or metric
exploration.

Fabric
Segmentation
(PKey
Management)

In the PKey Management view you can define and configure the
segmentation of the fabric by associating ports to specific defined
PKeys. You can add, remove, or update the association of ports to the
related PKeys and update the qos_parameters for PKey (mtu, rate,
service_level).

Fabric Discovery
and Physical
View

UFM discovers the devices on the fabric and populates the views with
the discovered entities. In the physical view of the fabric, you can view
the physical fabric topology, model the data center floor, and manage
all the physical-oriented events.

Central Device
Management

UFM provides the ability to centrally access switches and hosts, and
perform maintenance tasks such as firmware and software upgrade,
shutdown and restart.

Monitoring

UFM includes an advanced granular monitoring engine that provides
real-time access to switch and server data. Fabric and device health,
traffic information and fabric utilization are collected, aggregated and
turned into meaningful information.

Configuration

In-depth fabric configuration can be performed from the Settings
view, such as routing algorithm selection and access credentials.
The Event Policy Table, one of the major components of the
Configuration view, enables you to define threshold-based alerts on a
variety of counters and fabric events. The fabric administrator or
recipient of the alerts can quickly identify potential errors and failures,
and actively act to solve them.

Fabric Health

The fabric health tab contains valuable functions for fabric bring-up
and on-going fabric operations. It includes one-click fabric health
status reporting, UFM Server reporting, database and logs’ snapshots
and more.

Logging
The Logging view enables you to view detailed logs and alarms that
are filtered and sorted by category, providing visibility into traffic and
device events as well as into UFM server activity history.

High Availability In the event of a failover, when the primary (active) UFM server goes
down or is disconnected from the fabric, UFM's High Availability (HA)
capability allows for a secondary (standby) UFM server to immediately
and seamlessly take over fabric management tasks. Failovers are
handled seamlessly and are transparent to both the user and the
applications running in the fabric. UFM’s High Availability capability,



NVIDIA UFM Enterprise User Manual v6.19.4 47

Module Description

when combined with NVIDIA's High Availability switching solutions
allows for non-disruptive operation of complex and demanding data
center environments.

Please refer to the following sections for UFM's main functionalities:

Events and Alarms

Reports

Telemetry

UFM Communication Requirements
This chapter describes how the UFM server communicates with InfiniBand fabric
components.

UFM Server Communication with Clients

The UFM Server communicates with clients over IP. The UFM Server can belong to a
separate IP network, which can also be behind the firewall.

UFM Server Communication with Clients
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UFM Server Communication with UFM Web UI Client

Communication between the UFM Server and the UFM web UI client is HTTP(s) based. The
only requirement is that TCP port 80 (443) must not be blocked.

UFM Server Communication with SNMP Trap Managers

The UFM Server can send SNMP traps to configured SNMP Trap Manager(s). By default,
the traps are sent to the standard UDP port 162. However, the user can configure the
destination port. If the specified port is blocked, UFM Server traps will not reach their
destination.

Summary of UFM Server Communication with Clients

Affected Service Network
Address / Service /
Port

Direction

Web UI Client
Out-of-band
management*

HTTP / 80
HTTPS / 443

Bi-directional

SNMP Trap
Notification

Out-of-band
management*

UDP / 162
(configurable)

UFM Server to SNMP
Manager

*If the client machine is connected to the IB fabric, IPoIB can also be used.

UFM Server Communication with InfiniBand Switches

UFM Server Communication with InfiniBand Switches
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UFM Server InfiniBand Communication with Switch

The UFM Server must be connected directly to the InfiniBand fabric (via an InfiniBand
switch). The UFM Server sends the standard InfiniBand Management Datagrams (MAD) to
the switch and receives InfiniBand traps in response.

UFM Server Communication with Switch Management
Software (Optional)

The UFM Server auto-negotiates with the switch management software on Mellanox Grid
Director switches. The communication is bound to the switch Ethernet management port.

The UFM Server sends a multicast notification to MCast address 224.0.23.172, port 6306
(configurable). The switch management replies to UFM (via port 6306) with a unicast
message that contains the switch GUID and IP address. After auto-negotiation, the UFM
server uses Switch JSON API (HTTPS based) to retrieve inventory data and to apply switch
actions (software upgrade and reboot) on the managed switch.

The following Device Management tasks are dependent on successful communication as
described above:

Switch IP discovery

FRU Discovery (PSU, FAN, status, temperature)
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Software and firmware upgrades

The UFM Server manages IB Switch Devices over HTTPS (default port 443 – configurable)
and / or SSH (default port 22 – configurable).

UFM Server Communication with Externally Managed
Switches (Optional)

UFM server uses Ibdiagnet tool to discover chassis information (PSU, FAN, status,
temperature) of the externally managed switches.

By monitoring chassis information data, UFM can trigger selected events when module
failure occurs or a specific sensor value is above threshold.

Summary of UFM Server Communication with InfiniBand
Switches

Affected Service Network
Address / Service
/ Port

Direction

InfiniBand Management /
Monitoring

InfiniBand
Management
Datagrams

Bi-directional

Switch IP Address Discovery
(auto-negotiation with switch
management software)

Out-of-band
management

Multicast
224.0.23.172,
TCP / 6306
(configurable)

Multicast: UFM
Server to switch
TCP: Bi-
directional

Switch Chassis Management /
Monitoring

Out-of-band
management

TCP / UDP / 6306
(configurable)
SNMP / 161
(configurable)
SSH / 22
(configurable)

Bi-directional

UFM Server Communication with InfiniBand Hosts



NVIDIA UFM Enterprise User Manual v6.19.4 51

UFM Server Communication with InfiniBand Hosts

UFM Server InfiniBand Communication with HCAs

The UFM Server must be connected directly to the InfiniBand fabric. The UFM Server
sends the standard InfiniBand Management Datagrams (MADs) to the Host Card
Adapters (HCAs) and receives InfiniBand traps.

UFM Server Communication with InfiniBand Hosts

Affected Service Network Address / Service / Port Direction

InfiniBand Management /
Monitoring

InfiniBand
Management
Datagrams

Bi-
directional

UFM Server High Availability (HA) Active—Standby
Communication

UFM Server HA Active—Standby Communication
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UFM Server HA Active—Standby Communication

UFM Active — Standby communication enables two services: heartbeat and DRBD.

heartbeat is used for auto-negotiation and keep-alive messaging between active and
standby servers. heartbeat uses port 694 (udp).

DRBD is used for low-level data (disk) synchronization between active and standby
servers. DRBD uses port 8888 (tcp).

Affected Service Network Address / Service / Port Direction

UFM HA heartbeat Out-of-band management* UDP / 694 Bi-directional

UFM HA DRBD Out-of-band management* TCP / 8888 Bi-directional

*An IPoIB network can be used for HA, but this is not recommended, since any InfiniBand failure might cause
split brain and lack of synchronization between the active and standby servers.

UFM Software Architecture
The following figure shows the UFM high-level software architecture with the main
software components and protocols. Only the main logical functional blocks are displayed
and do not necessarily correspond to system processes and threads.

UFM High-Level Software Architecture
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Graphical User Interface

UFM User Interface is a web application based on JavaScript and Angular JS, which is
supported by any Web Browser. The Web application uses a standard REST API provided
by the UFM server.

Client Tier API

Third-party clients are managed by the REST API.

Client Tier SDK Tools

Support for UFM’s API and a set of tools that enhance UFM functionality and
interoperability with third-party applications are provided as part of UFM.

UFM Server

UFM server is a central data repository and management server that manages all physical
and logical data. UFM-SDN Appliance receives all data from the Device and Network tiers
and invokes Device and Network tier components for management and configuration
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tasks. UFM-SDN Appliance uses a database for data persistency. The UFM-SDN Appliance
is built on the Python twisted framework.

Subnet Manager

Subnet Manager (SM) is the InfiniBand “Routing Engine”, a key component used for fabric
bring-up and routing management. UFM uses the Open Fabric community OpenSM
Subnet Manager. UFM uses a plug-in API for runtime management and fabric data export.

NVIDIA Scalable Hierarchical Aggregation and Reduction
Protocol (SHARP)™ Aggregation Manager

NVIDIA Scalable Hierarchical Aggregation and Reduction Protocol (SHARP) is a technology
that improves the performance of mathematical and machine learning applications by
offloading collective operations from the CPU to the switch network.

Aggregation Manager (AM) is a key component of NVIDIA SHARP software, used for
NVIDIA SHARP resources management.

For further information about NVIDIA SHARP AM, refer to Appendix - NVIDIA SHARP
Integration .

Performance Manager

The UFM Performance Manager component collects performance data from the managed
fabric devices and sends the data to the UFM-SDN Appliance for fabric-wide analysis and
display of the data.

Device Manager

The Device Manager implements the set of common device management tasks on various
devices with varying management interfaces. The Device Manager uses SSH protocol and
operates native device CLI (command-line interface) commands.

UFM Switch Agent

UFM Switch Agent is an integrated part of NVIDIA switch software. The agent supports
system parameter discovery and device management functionality on switches.

Communication Protocols
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UFM uses the following communication protocols:

Web UI communicates with the UFM server utilizing Web Services carried on REST
API.

The UFM server communicates with the switch Agent located on managed switches
by proprietary TCP/UDP-based discovery and monitoring protocol and SSH.

Monitoring data is sent by the switch Agent to UFM server Listener by a proprietary
TCP-based protocol.

Getting Familiar with UFM's Data
Model
Overview of Data Model

UFM enables the fabric administrator to manage the fabric based on discovery data
collected from the fabric. This data is mapped into model elements (objects) available to
the end user via UFM REST API and UFM Web UI.

UFM Model Basics

The fabric managed by UFM consists of a set of physical and logical objects, including
their connections. The Object Model has a hierarchical object-oriented tree structure with
objects as the tree elements. Each object defines an abstraction for physical or logical
fabric elements.

Physical Model

The Physical Model represents the physical resources and connectivity topology of the
Network. UFM enables discovery, monitoring and configuration of the managed physical
objects.

Physical Objects

Icon Name Description

N/A Port Object

Represents the external physical port on switch or on Host
Channel Adapter (HCA). A port is identified by its number.
UFM provides InfiniBand standard management and
monitoring capabilities on the port level.



NVIDIA UFM Enterprise User Manual v6.19.4 56

Icon Name Description

N/A
Module
Object

Represents the Field Removable Unit, Line card, and Network
card on switch or HCA on host. For NVIDIA Switches, Line and
Network Cards are modeled as modules.

Link Object Represents the physical connection between two active ports.

N/A
Cable
Object

Represents the physical cable or the transceiver connected to
one of the link edges.

Computer
Object

Represents the computer (host) connected to the Fabric. The
UFM Agent installed on the host provides extended
monitoring and management capabilities. Hosts without
agents are limited to InfiniBand standard management and
monitoring capabilities.

Switch
Object

Represents the switch chassis in the Fabric. A Switch object is
created for every NVIDIA Switch. Switches of other vendors
are represented as InfiniBand Switches and limited by
InfiniBand standard management and monitoring capabilities.

Rack
Object

Represents the arbitrary group of switches or computers.
When linked devices are shown as a group, the link is shown
between the group and the peer object.

UFM Web UI Overview
The UFM Web User Interface (GUI) lets you access UFM through a web browser, where you
can visualize your network and interact with the display using a keyboard and mouse.

The UFM WebUI is supported on Google Chrome and TBD. It is designed to be viewed on a
display with a minimum resolution of 1920 × 1080 pixels.

Access the WebUI

WebUI Layout

Set User Preferences

Access the WebUI
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UFM Web UI Supported Browsers

UFM Web UI is supported on all the following web browsers: Internet Explorer, Firefox,
Chrome and Opera.

For optimal UFM Web UI performance, make sure you are using the latest version available
of Google Chrome.

For more information, see UFM User Manual.

Launching UFM Web UI Session

Before accessing the UFM Web UI:

If required, you can change the configuration of the connection (port and protocol)
between the UFM server and the APACHE server in the file gv.cfg:

ws_protocol = http or https

Setting the parameter ws_protocol to http allows unsecured access

Setting the parameter ws_protocol to https denies unsecured access.

ws_port = port number

To launch a UFM Web UI session, do the following:

1. Launch the Web UI by entering the following URL in your browser:

http://<UFM_server_IP>/ufm

https://<UFM_server_IP>/ufm
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2. In the Login page, enter your User Name and your predefined user Password and
click Login.

Once you have entered your user name and password, the main window shows the UFM
Dashboard. For more information, see the Fabric Dashboard.

WebUI Layout
The UFM WebUI contains two main areas:

1. Top Bar - Contains local time zone and user information on the top right side of the
screen.

2. Sidebar Menu - Contains a taskbar accessible from a sidebar menu on the left side
of the screen. For more information on each tab, refer to UFM Web UI.

https://docs.nvidia.com/networking/display/ufmenterpriseumv6194/Fabric+Dashboard
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Top Bar

Each user can customize the UFM display, time zone, and date format, change their
account password, and manage their preferences. For details, refer to Set User
Preferences.

Sidebar Menu

Tab Icon Description

Provides a summary view of the fabric status.

Provides a hierarchical topology view of the fabric.
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Tab Icon Description

Provides information on all fabric devices. This information is
presented in a table format.

Provides information on all logical servers. This information is
presented in a table format.

Provides information on the events & alarms generated by the
system.

Enables establishing monitoring sessions on devices or ports.

Enables running and viewing fabric reports, UFM reports, and
system logs. You can also back up UFM configuration files.

Provides information on all jobs created, as a result of UFM
actions.

Enables configuring UFM server and UFM fabric settings,
including events policy, device access, network management,
subnet manager, and user management

UFM Web UI Main Navigation Buttons
UFM software consists of several main web UI windows, accessible from a sidebar menu
on the left side of the screen.

Navigator Tabs

Tab Icon Description

Provides a summary view of the fabric status.

Provides a hierarchical topology view of the fabric.

Provides information on all fabric devices. This information is
presented in a table format.
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Tab Icon Description

Provides information on all logical servers. This information is
presented in a table format.

Provides information on the events & alarms generated by the
system.

Enables establishing monitoring sessions on devices or ports.

Enables running and viewing fabric reports, UFM reports, and
system logs. You can also back up UFM configuration files.

Provides information on all jobs created, as a result of UFM
actions.

Enables configuring UFM server and UFM fabric settings,
including events policy, device access, network management,
subnet manager, and user management

Set User Preferences
This section describes how to customize your UFM display settings and change your
password,

Dark/Light Theme

1. Select Preferences.
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2. In User Preferences, enable dark mode for UFM presentation in a dark theme. The
following figure shows the dark theme:

Time Zone Converter

Allows you to unify all times in UFM like events and alarms, ibdiagnet, telemetry and logs.
You can switch between local and machine time.

In the status bar drop-down menu, switch between local and server/machine time.
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Table Enhancements

Look and Feel Improvements

Note

In the screenshots, the difference between Server Time and Local
Time is 6 hours.
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Displayed Columns

Export All Data as CSV

Note

Displayed columns of all tables are persistent per user, with the option
to restore defaults.
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There are two options for exporting as CSV

All Data: all data returned from server.

Displayed Data: only displayed rows.
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UFM Installation and Initial
Configuration
UFM® software includes Server and Agent components. UFM Server software should be
installed on a central management node. For optimal performance, and to minimize
interference with other applications, it is recommended to use a dedicated server for
UFM. The UFM Agent is an optional component and should be installed on fabric nodes.
The UFM Agent should not be installed on the Management server.

The following sections provide step-by-step instructions for installing and activating the
license file, installing the UFM server software, and installing the UFM Agent.

Prerequisites for UFM Server Software Installation

Please refer to Installation Notes for information on system prerequisites.

UFM Installation Steps

To install the UFM software:

1. Download the UFM software and license file

2. Install the UFM Server Software and Activate the Software License

3. Perform initial configuration

4. Run the UFM server software

UFM Installation Steps
Downloading UFM Software and License File

Installing UFM Server Software

https://docs.nvidia.compages/createpage.action?spaceKey=ufmenterpriseumv6194&title=Initial+Configuration&linkCreation=true&fromPageId=4029938244
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Downloading UFM Software and
License File
Before you obtain a license for the UFM® software, prepare a list of servers with the MAC
address of each server on which you plan to install the UFM software. These MAC
addresses are requested during the licensing procedure.

Obtaining License

UFM is licensed per managed device according to the UFM license agreement.

When you purchase UFM, you will receive an email with instructions on obtaining your
product license. A valid UFM license is a prerequisite for the installation and operation of
UFM.

UFM licenses are per managed node and are aggregative. If you install an additional
license, the system adds the previous node number and the new node number and
manages the sum of the nodes. For example, if you install a license for 10 managed nodes
and an additional license for 15 nodes, UFM will be licensed for up to 25 managed nodes.

To obtain the license:

1. Go to NVIDIA’s Licensing and Download Portal and log in as specified in the licensing
email you received.

If you did not receive your NVIDIA Licensing and Download Portal login
information, contact your product reseller.

2. If you purchased UFM directly from NVIDIA and you did not receive the login
information, contact enterprisesupport@nvidia.com. Click on the Network
Entitlements tab. You'll see a list with the serial licenses of all your software products
and software product license information and status.

https://ui.licensing.nvidia.com/login
mailto:enterprisesupport@nvidia.com
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3. Select the license you want to activate and click on the “Actions” button.

4. In the MAC Address field, enter the MAC address of the delegated license-registered
host. If applicable, in the HA MAC Address field, enter your High Availability (HA)
server MAC address. If you have more than one NIC installed on a UFM Server, use
any of the MAC addresses.

5. Click on Generate License File to create the license key file for the software.

6. Click on Download License File and save it on your local computer.
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If you replace your NIC or UFM server, repeat the process of generating the license to set
new MAC addresses. You can only regenerate a license two times. To regenerate the
license after that, contact NVIDIA Sales Administration at enterprisesupport@nvidia.com.

Downloading UFM Software

This software download process applies to software updates and first-time installation.

If you own the UFM Media Kit and this is your first-time installation, skip this section.

To download the UFM software:

1. Click on Software Downloads, filter the product family to UFM, and select the
relevant version of the software. Click on Download.

Note

Due to internal packaging incompatibility, this release has two
different packages for each of the supported distributions:

One for UFM deployments over MLNX_OFED 5.X (or newer)

Please make sure to use the UFM installation package compatible to
your setup.

mailto:enterprisesupport@nvidia.com


NVIDIA UFM Enterprise User Manual v6.19.4 70

2. Save the file on your local drive.

3. Click Close.

Installing UFM Server Software
The default UFM® installation directory is /opt/ufm.

For instructions on installing the UFM server software, please refer to following
instructions per desired installation mode.

Installing UFM Server on Bare Metal Server

Installing UFM on Bare Metal Server- Standalone Mode

Installing UFM on Bare Metal Server - High Availability Mode

Installing UFM Docker Container Mode

Installing UFM on Docker Container - Standalone Mode

Installing UFM on Docker Container - High Availability Mode

The following processes might be interrupted during the installation process:

httpd (Apache2 in Ubuntu)

dhcpd

After installation:

1. Activate the software license

2. Perform initial configuration

Note

To install UFM over static IPv4 configuration (instead of DHCP) please
refer to Configuring UFM Over Static IPv4 Address before installation.

https://docs.nvidia.compages/createpage.action?spaceKey=ufmenterpriseumv6194&title=Initial+Configuration&linkCreation=true&fromPageId=4029938253
https://docs.nvidia.compages/createpage.action?spaceKey=ufmenterpriseumv6194&title=Optional+Configurations&linkCreation=true&fromPageId=4029938253
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Prerequisites for UFM Server Software Bare Metal
Installation

Verify that a supported version of Linux is installed on your machine. For details, see UFM
System Requirements.

The following table lists the packages that must be installed on your machine (according
to the system OS) before you install the UFM server software.

Prerequisites for UFM Server Software Installation

Verify that a supported version of Linux is installed on your machine. For details, see UFM
System Requirements.

The following table lists the packages that must be installed on your machine (according
to the system OS) before you install the UFM server software.

RedHat 8 RedHat 9 Ubuntu 20.04 Ubuntu 22.04

acl acl acl acl

apr-util-openssl apr-util-openssl apache2 apache2

bc bc bc bc

dos2unix dos2unix chrpath chrpath

gnutls gnutls cron cron

httpd httpd dos2unix dos2unix

iptables iptables-nft gawk gawk

jansson jansson lftp lftp

lftp lftp libcurl4 libcurl4

Note

Before you run UFM, ensure that all ports used by the UFM server for
internal and external communication are open and available. For the
list of ports, see Appendix – Used Ports.
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RedHat 8 RedHat 9 Ubuntu 20.04 Ubuntu 22.04

libnsl libnsl logrotate logrotate

libxml2 libxml2 python3 python3

libxslt libxslt qperf qperf

mod_session mod_session rsync rsync

mod_ssl mod_ssl snmpd snmpd

net-snmp net-snmp sqlite3 sqlite3

net-snmp-libs net-snmp-libs sshpass sshpass

net-snmp-utils net-snmp-utils ssl-cert ssl-cert

net-tools net-tools sudo sudo

php php telnet telnet

psmisc psmisc zip zip

python36 python3

qperf qperf

rsync rsync

sqlite sqlite

sshpass sshpass

sudo sudo

telnet telnet

zip zip

Note

On some Ubuntu OSs, Docker is installed via SNAP, which might lead
to errors when trying to use UFM Plugins.

To solve this issue, perform the following:

1. Remove Docker installed via SNAP, run:
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In addition, ensure the following before you begin installation:

The computer hostname is not defined as 127.0.0.1 and localhost is defined as
127.0.0.1.

The hostname must NOT appear on the loopback address line. An example of the
loopback address is: 127.0.0.1 localhost.localdomain localhost.

Disable the firewall service ( /etc/init.d/iptables stop ), or ensure that the
required ports are open (see the prerequisite script, refer to Used Ports).

Disable SELinux.

If more than one fabric is managed by different UFM instances, set up different
management network spaces for each fabric (not the same LAN).

Uninstall any previously installed Subnet Manager from the UFM server machine.

MLNX_OFED 5.x version is installed prior to installing UFM.

As of UFM v.6.12.0, it is NOT mandatory to configure the IPoIB fabric interface with
an IP address.

2. Update the local package index, run :

3. Install native Docker, run:

snap remove --purge docker

apt update

apt install-y docker.io
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In cases where the IP is configured, it is mandatory that the IP is permanently
configured and that it starts automatically upon server reboot (the IPoIB fabric
interface should be active even if the network is down).

The default MLNX_OFED installation includes opensm. Remove the MLNX_OFED
opensm before UFM installation like the following examples:

RedHat:

Ubuntu:

By default, ib0 and eth0 are configured as primary access points for the UFM
management. If different management and/or InfiniBand interfaces (including bond
interfaces) are used as the primary access points, you should modify the
configuration file by running the script /opt/ufm/scripts/change_fabric_config.sh as
described in the section Configuring General Settings in gv.cfg.

Change the UFM Agent interface to the Ethernet and/or IPoIB interfaces used for
communication with UFM Agent:

Note

The user can set a persistent IP address using Netplan (mainly
for Ubuntu systems) or modifying the interface network script
(RedHat systems).

rpm -e opensm-3.3.9.MLNX_20111006_e52d5fc-0.1

apt purge opensm

ufma_interfaces = ib0,eth0
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Additional Prerequisites for UFM High Availability
Installation

Reliable and high-capacity out-of-band IP connectivity between the UFM Primary
and Secondary servers (1 Gb Ethernet is recommended). This connectivity is used
for DRBD synchronization.

Format two identical servers with dedicated disk partitions for UFM replication.
Since the UFM configuration file is replicated to the standby server, both master and
standby servers must have the same interfaces.

Allocate exactly the same size partition on both servers (master and slave) for the
replicated data. See UFM Server Requirements for the recommended partition size.

Partitions should not be mounted and must be zeroed (the file system should not be
installed on the partitions). For disk partitioning, see the Linux user manual (man
fdisk).

We recommend establishing a passwordless SSH (via /root/.ssh/authorized_keys file)
between the two servers before the installation.

In fabrics consisting of multiple tiers of switches, it is recommended that the
management ports (ib0) of the primary and secondary UFM server be connected to
different fabric switches on the same tier (the outermost edge in CLOS 5 designs).

This is because by default, UFM manages the IB fabric via ib0, port 1 of the HCA.
Failure or disconnect of ib0, the IB management port, causes a failure condition in
UFM resulting in HA failover.

When the management ports (ib0) of the primary and secondary UFM server are
connected to the same switch, a failure of this switch will result in a disconnect of
both UFMs from the fabric, and therefore UFM will not be able to manage the fabric.

Note

Subnet Manager is running over the native InfiniBand layer, therefore
bonding the IpoIB interfaces will not provide high availability. For
additional information, please refer to section UFM Failover to
Another Port.

The UFM installation includes the InfiniBand Performance
Management module (IBPM). This module is responsible for reporting
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Installing UFM Server on Bare Metal
Server
Installing UFM server on Bare Metal server can be done with the following modes:

Installing UFM on Bare Metal Server- Standalone Mode

Installing UFM on Bare Metal Server - High Availability Mode

Installing UFM on Bare Metal Server -
High Availability Mode
Before installing UFM server software in High-Availability mode, ensure that the Additional
Prerequisites for UFM High Availability Installation are met.

The UFM High-Availability configuration requires dual-link connectivity based on two
separate interfaces between the two UFM HA nodes. This configuration comprises of a
primary link that is exclusively reserved for DRBD operations and a secondary link
designated for backup purposes. Crucially, it is imperative that communication between
the servers is established in a bidirectional manner across both interfaces and validated
through user-initiated testing, such as a 'ping' command or other suitable alternatives
before HA configuration can be implemented. In cases where only one link is available
among the two UFM HA nodes/servers, manually configure UFM with a single link. Refer to
Configure HA without SSH Trust (Single Link Configuration).

performance information back to UFM and upper layer applications.
When available, this process is offloaded to the non-management
port (default ib1) of the UFM server. Failure or disconnect of the non-
management port (ib1) on the primary UFM server will not cause UFM
to failover. By default, the UFM Health Monitoring process is
configured to try to restart the IBPM. For more information, see UFM
Health Configuration in the UFM User Manual.

Note

https://stage-confluence.nvidia.com/display/ufmenterpriseumv6190/Installing+UFM+Server+Software#InstallingUFMServerSoftware-AdditionalPrerequisitesforUFMHighAvailabilityInstallation
https://stage-confluence.nvidia.com/display/ufmenterpriseumv6190/Installing+UFM+Server+Software#InstallingUFMServerSoftware-AdditionalPrerequisitesforUFMHighAvailabilityInstallation
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1. On both servers, Install UFM Enterprise in Stand Alone (SA) mode.

2. Install the latest pcs and drbd-utils and resource-agents-extra drivers on both
servers.

For Ubuntu:

For CentOS/Red Hat:

OR

3. Download UFM-HA latest package from using this command:

UFM HA package requires a dedicated partition with the same name
for DRBD on both servers. This guide uses /dev/sda5  as an
example.

Note

Do not start UFM service.

apt install pcs pacemaker drbd-utils resource-agents-extra

yum install pcs pacemaker drbd84-utils kmod-drbd84 resource-
agents-extra

yum install pcs pacemaker drbd90-utils kmod-drbd90 resource-
agents-extra
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For sha256:

4. Extract the downloaded UFM-HA package on both servers under /tmp/.

5. Go to the directory you extracted /tmp/ufm_ha_XXX and run the installation script.
For example, if your DRBD partition is /dev/sda5 run:

6. Configure the HA cluster. There are the three methods:

Configure HA with SSH Trust (Dual Link Configuration) - Requires passwordless SSH
connection between the servers.

Configure HA without SSH Trust (Dual Link Configuration) - Does not require
passwordless SSH connection between the servers, but asks you to run
configuration commands on both servers.

Configure HA without SSH Trust (Single Link Configuration) - Can be used in cases
where only one link is available among the two UFM HA nodes/servers.

wget https://www.mellanox.com/downloads/UFM/ufm_ha_5.7.0-6.tgz

wget https://www.mellanox.com/downloads/UFM/ufm_ha_5.7.0-6.sha256

Note

For more information on the UFM-HA package and all installation
and configuration options, please refer to UFM High-Availability
User Guide.

./install.sh -l /opt/ufm/files/ -d /dev/sda5 -p enterprise

https://docs.nvidia.com/networking/display/UFMHA
https://docs.nvidia.com/networking/display/UFMHA
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Configure HA with SSH Trust (Dual Link Configuration)

1. 

1. On the master server only, configure the HA nodes. To do so, from /tmp, run
the configure_ha_nodes.sh command as shown in the below example

configure_ha_nodes.sh \
--cluster-password 12345678 \
--master-primary-ip 10.10.10.1 \
--standby-primary-ip 10.10.10.2 \
--master-secondary-ip 192.168.10.1 \
--standby-secondary -ip 192.168.10.2 \
--no-vip

Note

The script configure_ha_nodes.sh  is is located under
/usr/local/bin/, therefore, by default, you do not need to use
the full path to run it.

Note

The --cluster-password  must be at least 8 characters
long.

Note

To set up a Virtual IP for UFM and gain access to UFM
through this IP, regardless of which server is running UFM,
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2. Depending on the size of your partition, wait for the configuration process to
complete and DRBD sync to finish.

Configure HA without SSH Trust (Dual Link Configuration)

If you cannot establish an SSH trust between your HA servers, you can use
ufm_ha_cluster directly to configure HA. To configure HA, follow the below instructions:

you may employ the --no-vip OR --virtual-ip
command and provide an IP address as an argument. This
can be achieved by navigating to https://<Virtual-IP>/ufm
on your web browser.

Note

When using back-to-back ports with local IP addresses for
HA sync interfaces, ensure that you add your IP addresses
and hostnames to the /etc/hosts  file. This is needed to
allow the HA configuration to resolve hostnames correctly
based on the IP addresses you are using.

Note

configure_ha_nodes.sh  requires SSH connection to
the standby server. If SSH trust is not configured, then you
are prompted to enter the SSH password of the standby
server during configuration runtime

Note
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1. 

1. [On Standby Server] Run the following command to configure Standby Server:

2. [On Master Server] Run the following command to configure Master Server:

You must wait until after configuration for DRBD sync to finish, depending on
the size of your partition. To check the DRBD sync status, run:

Please change the variables in the commands below based on your
setup.

ufm_ha_cluster config -r standby \
--local-primary-ip 10.10.50.1 \
--peer-primary-ip 10.10.50.2 \
--local-secondary-ip 192.168.10.1 \
--peer-secondary-ip 192.168.10.2 \
--hacluster-pwd 123456789 \
--no-vip

ufm_ha_cluster config -r master --local-primary-ip 
10.10.50.1 \
--peer-primary-ip 10.10.50.2 \
--local-secondary-ip 192.168.10.1 \
--peer-secondary-ip 192.168.10.2 \
--hacluster-pwd 123456789 \
--no-vip

ufm_ha_cluster status 
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Configure HA without SSH Trust (Single Link Configuration)

If you cannot establish an SSH trust between your HA servers, you can use
ufm_ha_cluster directly to configure HA. To configure HA, follow the below instructions:

1. 

1. [On Standby Server] Run the following command to configure Standby Server:

2. [On Master Server] Run the following command to configure Master Server:

Warning

This is not the recommended configuration and, in case of network
failure, it might cause HA cluster split brain.

Note

Please change the variables in the commands below based on your
setup.

ufm_ha_cluster config \
-r standby \
-e 10.212.145.5 \
-l 10.212.145.6 \
--enable-single-link

ufm_ha_cluster config -r master \
-e 10.212.145.6 \
-l 10.212.145.5 \
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You must wait until after configuration for DRBD sync to finish, depending on
the size of your partition. To check the DRBD sync status, run:

Starting HA Cluster

To start UFM HA cluster:

To check UFM HA cluster status:

Stopping UFM HA cluster:

-i 10.212.145.50 \
--enable-single-link

ufm_ha_cluster status 

 ufm_ha_cluster start 

ufm_ha_cluster status 

 ufm_ha_cluster stop

Note

For complete details on high availability, refer to NVIDIA UFM High-
Availability User Guide.

https://docs.nvidia.com/networking/display/UFMHA
https://docs.nvidia.com/networking/display/UFMHA
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Installing UFM on Bare Metal Server-
Standalone Mode
To install the UFM server software as a standalone for InfiniBand:

1. Create a temporary directory (for example /tmp/ufm).

2. Open the UFM software zip file that you downloaded. The zip file contains the
following installation files:

RedHat 7/CentOS 7/OEL 7: ufm-X.X-XXX.el7.x86_64.tgz

RedHat 8/Centos 8: ufm-X.X-XXX.el8.x86_64.tgz

Ubuntu 18.04: ufm-X.X-XXX.Ubuntu18.x86_64.tgz

Ubuntu 20.04: ufm-X.X-XXX.Ubuntu20.x86_64.tgz

Ubuntu 22.04: ufm-X.X-XXX.Ubuntu22.x86_64.tgz

3. Extract the installation file for your system's OS to the temporary directory that you
created.

4. From within the temporary directory, run the following command as root:

./install.sh

Note

Running with the option "-o ib" is no longer required. For
automatic installation, use the -q flag.

For “quiet” installation -q flag can be added (automatically
answer yes for each question the installer asks).
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The UFM software is installed. You can now remove the temporary directory.

Installing UFM Docker Container Mode

General Prerequisites

MLNX_OFED must be installed on the server that will run UFM Docker

For UFM to work, you must have an InfiniBand port configured with an IP address
and in "up" state.

Make sure to stop the following services before running UFM Docker container, as it
utilizes the same default ports that they do: Pacemaker, httpd, OpenSM, and Carbon.

If firewall is running on the host, please make sure to add an allow rule for UFM used
ports (listed below):

Note

Export MULTISUBNET_CONSUMER=1 environment variable
before running the installation script to install the UFM server in
Multisubnet Consumer mode.

Note

For InfiniBand support, please refer to NVIDIA Inbox Drivers , or
MLNX_OFED guides.

Note

https://www.mellanox.com/products/adapter-software/ethernet/inbox-drivers
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80 (TCP) and 443 (TPC) are used by WS clients (Apache Web Server)

8000 (UDP) is used by the UFM server to listen for REST API requests
(redirected by Apache web server)

6306 (UDP) is used for multicast request communication with the latest UFM
Agents

8005 (UDP) is used as a UFM monitoring listening port

8888 (TCP) is used by DRBD to communicate between the UFM Primary and
Standby servers

2022 (TCP) is used for SSH

Prerequisites for Upgrading UFM Docker Container

Supported versions for upgrade are UFM v.6.10.0 and above.

UFM files directory from previous container version mounted on the host.

Step 1: Loading UFM Docker Image

To load the UFM docker image, pull the latest image from docker hub:

If the default ports used by UFM are changed in UFM
configuration files, make sure to open the modified ports on the
host firewall.

docker pull mellanox/ufm-enterprise:latest

Note

You can see full usage screen for ufm-installation by running the
container with -h  or -help  flag:
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If an Internet connection is not available, perform the following:

Copy the UFM image to your machine.

Load the image from the file using this command:

Step 2: Installing UFM Docker

Installation Command Usage

Modify the variables in the installation command as follows:

[UFM_LICENSES_DIR] : UFM license file or files location.

docker run --rm mellanox/ufm-enterprise-
installer:latest -h

docker image load -i <image-path>

docker run -it --name=ufm_installer --rm \
-v /var/run/docker.sock:/var/run/docker.sock \
-v /etc/systemd/system/:/etc/systemd_files/ \
-v /opt/ufm/files/:/installation/ufm_files/ \
-v [LICENSE_DIRECTORY]:/installation/ufm_licenses/ \
mellanox/ufm-enterprise:latest \
--install [OPTIONS]

Note
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[OPTIONS] : UFM installation options. For more details see the table below.

Command Options

Flag Description Default Value

-f | --fabric-
interface

IB fabric interface name. ib0

-g | --mgmt-
interface

Management interface name. eth0

-h | --help Show help N/A

-m | --
multisubnet-
consumer

UFM Multisubnet Consumer mode N/A

Installation Modes

UFM Enterprise installer supports several deployment modes:

Installing UFM on Docker Container - High Availability Mode

Installing UFM on Docker Container - Standalone Mode

Installing UFM on Docker Container -
High Availability Mode

Example: If your license file or files are located under
/downloads/ufm_license_files/  then you must set this

volume to be
-v
/downloads/ufm_license_files/:/installation/ufm_licenses/
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Pre-Deployments Requirements

Install pacemaker, pcs, and drbd-utils on both servers

For Ubuntu:

For CentOS/Red Hat:

OR

A partition for DRBD on each server (with the same name on both servers) such as
/dev/sdd1 . Recommended partition size is 10-20 GB, otherwise DRBD sync will

take a long time to complete.

CLI command hostname -i  must return the IP address of the management

interface used for pacemaker sync correctly (update /etc/hosts/  file with
machine IP)

Create the directory on each server under /opt/ufm/files/  with read/write
permissions on each server. This directory will be used by UFM to mount UFM files,
and it will be synced by DRBD.

Disable the firewall service ( /etc/init.d/iptables  stop), or ensure that the
required ports are open (see the prerequisite script).

Disable SELinux.

Installing UFM Containers

apt install pcs pacemaker drbd-utils

yum install pcs pacemaker drbd84-utils kmod-drbd84

yum install pcs pacemaker drbd90-utils kmod-drbd90
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On the main server, install UFM Enterprise container with the command below:

On the standby (secondary) server, install the UFM Enterprise container like the following
example with the command below:

Downloading UFM HA Package

Download the UFM-HA package on both servers using the following command:

Installing UFM HA Package

For more information on the UFM-HA package and all installation and configuration
options, please refer to UFM High Availability User Guide.

1. [On Both Servers] Extract the downloaded UFM-HA package under /tmp/

docker run -it --name=ufm_installer --rm \
-v /var/run/docker.sock:/var/run/docker.sock \
-v /etc/systemd/system/:/etc/systemd_files/ \
-v /opt/ufm/files/:/installation/ufm_files/ \
-v /tmp/license_file/:/installation/ufm_licenses/ \
mellanox/ufm-enterprise:latest \
--install

docker run -it --name=ufm_installer --rm \
-v /var/run/docker.sock:/var/run/docker.sock \
-v /etc/systemd/system/:/etc/systemd_files/ \
-v /opt/ufm/files/:/installation/ufm_files/ \
mellanox/ufm-enterprise:latest \
--install

wget https://www.mellanox.com/downloads/UFM/ufm_ha_5.9.0-6.tgz

https://docs.nvidia.com/networking/display/UFMHA
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2. [On Both Servers] Go to the extracted directory /tmp/ufm_ha_XXX  and run the

installation script. For example, if your DRBD partition is /dev/sda5  run the
following command:

Configuring UFM HA

There are the three methods to configure the HA cluster:

Configure HA with SSH Trust (Dual Link Configuration) - Requires passwordless SSH
connection between the servers.

Configure HA without SSH Trust (Dual Link Configuration) - Does not require
passwordless SSH connection between the servers, but asks you to run
configuration commands on both servers.

Configure HA without SSH Trust (Single Link Configuration) - Can be used in cases
where only one link is available among the two UFM HA nodes/servers.

Configure HA with SSH Trust (Dual Link Configuration)

1. On the master server only, configure the HA nodes. To do so, from /tmp, run the
configure_ha_nodes.sh command as shown in the below example

./install.sh -l /opt/ufm/files/ -d /dev/sda5 -p enterprise

configure_ha_nodes.sh \ 
--cluster-password 12345678 \ 
--master-primary-ip 10.10.50.1 \ 
--standby-primary-ip 10.10.50.2 \ 
--master-secondary-ip 192.168.10.1 \ 
--standby-secondary-ip 192.168.10.2 \ 
--no-vip 

Note
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2. Depending on the size of your partition, wait for the configuration process to
complete and DRBD sync to finish. To check the DRBD sync status, run:

The script configure_ha_nodes.sh  is is located under
/usr/local/bin/, therefore, by default, you do not need to use the
full path to run it.

Note

The --cluster-password  must be at least 8 characters long.

Note

When using back-to-back ports with local IP addresses for HA
sync interfaces, ensure that you add your IP addresses and
hostnames to the /etc/hosts  file. This is needed to allow the
HA configuration to resolve hostnames correctly based on the IP
addresses you are using.

Note

configure_ha_nodes.sh  requires SSH connection to the
standby server. If SSH trust is not configured, then you are
prompted to enter the SSH password of the standby server
during configuration runtime
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Configure HA without SSH Trust (Dual Link Configuration)

If you cannot establish an SSH trust between your HA servers, you can use
ufm_ha_cluster  directly to configure HA. You can see all the options for configuring

HA in the Help menu:

To configure HA, follow the below instructions:

1. [On Standby Server] Run the following command to configure Standby Server:

2. [On Master Server] Run the following command to configure Master Server:

ufm_ha_cluster status 

ufm_ha_cluster config -h  

Note

Please change the variables in the commands below based on your
setup.

ufm_ha_cluster config -r standby -e <peer ip address> -l 
<local ip address> -p <cluster_password> 

ufm_ha_cluster config -r master -e <peer ip address> -l 
<local ip address> -p <cluster_password> -i <virtual ip 




