NVIDIA T4 NGC-Ready Platform

Design Guide
## Document History

<table>
<thead>
<tr>
<th>Version</th>
<th>Date</th>
<th>Authors</th>
<th>Description of Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>June 12, 2019</td>
<td>SH, SM</td>
<td>Initial Release</td>
</tr>
<tr>
<td>02</td>
<td>June 14, 2019</td>
<td>SH, SM</td>
<td>Clarified PCIe lane width for NVMe drives</td>
</tr>
</tbody>
</table>
# Table of Contents

Chapter 1. Introduction ....................................................................................................... 1
Chapter 2. Software Support ............................................................................................... 2
Chapter 3. T4 NGC-Ready Platform Specification ............................................................... 3
Chapter 4. System Topologies ............................................................................................. 4
Chapter 5. Design Discussion .............................................................................................. 7
  5.1 PCI Express Interface ....................................................................................................... 7
  5.2 CPU and System Memory ................................................................................................ 7
  5.3 Network Interface ............................................................................................................. 8
  5.4 Storage .............................................................................................................................. 8
List of Figures

Figure 4-1. T4 NGC-Ready Server Topology – Best.................................................................4
Figure 4-2. T4 NGC-Ready Server Topology – Better..............................................................5
Figure 4-3. T4 NGC-Ready Server Topology – Good...............................................................6

List of Tables

Table 3-1. T4 NGC-Ready Platform Specification..................................................................3
Chapter 1. Introduction

NGC (NVIDIA GPU Cloud) is the hub for GPU-optimized software for deep learning, machine learning, and HPC that takes care of all the software plumbing, so data scientists, developers, and researchers can focus on building solutions, gathering insights, and delivering business value.

An NGC-Ready server using the NVIDIA T4 graphics processing unit (GPU) is specified to run NGC software for deep learning (DL) training and inference, machine learning (ML), and high-performance computing (HPC) with consistent, predictable performance.

This design guide provides the platform specification for an NGC-Ready server using the NVIDIA T4 GPU. It includes the GPU, CPU, system memory, network, and storage requirements needed for NGC-Ready compliance.

In addition, some design guidance is provided for T4-based servers that may not meet the requirements specified for NGC-Ready but are viable solutions for other target markets and workloads, such as video analytics.
Chapter 2. Software Support

This chapter lists the software deliverables, versions, and target applications currently supported by NVIDIA as "NGC-Ready."

Refer to the latest list of supported Tesla Recommended Drivers (TRDs), NVIDIA® CUDA® drivers, and containerized software at NVIDIA GPU Cloud Documentation for more details and updates.

**Note:** The T4 NGC-Ready program does not currently include NVIDIA GRID™ or IVA (video analytics) applications. Check the listed NGC website to get the most up-to-date list of containerized software supported by NGC.
Chapter 3. T4 NGC-Ready Platform Specification

This chapter provides the system configuration requirements for an NGC-Ready server using T4 GPUs. NVIDIA has defined three different platform configurations for a T4 NGC-Ready server:

- **Good** – Server configuration that meets minimum requirements with limited scale-out support
- **Better** – Server configuration that meets minimum requirements with adequate scale-out support
- **Best** – Recommended server configuration for optimal performance and scale-out support

Table 3-1. T4 NGC-Ready Platform Specification

<table>
<thead>
<tr>
<th>Platform Element</th>
<th>Good</th>
<th>Better</th>
<th>Best</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPU</td>
<td>Four T4 GPUs (two GPUs per socket)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>Xeon Gold dual-socket / Skylake or Cascade Lake</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPU cores</td>
<td>16 cores per CPU</td>
<td>18 or more cores per CPU</td>
<td></td>
</tr>
<tr>
<td>CPU speed</td>
<td>2.1 GHz base clock (minimum)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>System memory</td>
<td>192 GB per socket / 6 DRAM channels / dual DIMM per channel</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Networking</td>
<td>One 10 Gbit NIC per server</td>
<td>One 25 Gbit NIC per socket</td>
<td>One 50 Gbit NIC per socket</td>
</tr>
<tr>
<td>Storage</td>
<td>One NVMe drive per system (either socket)</td>
<td>Two NVMe drives per system (one per socket)</td>
<td></td>
</tr>
</tbody>
</table>

Notes:
1. All GPUs should be connected to the host via PCIe Gen3 x16.
2. For best RDMA performance between the GPU and NIC, choose an NIC that supports NVIDIA® GPUDirect™, such as the Mellanox ConnectX-4 EN.
3. Best NIC performance is achieved with a PCIe x16 Gen3 connection, but if PCIe lanes are limited a x8 Gen3 connection is sufficient.
4. NVMe connections to PCIe can be x4 Gen3.

Note: See the system diagrams in Chapter 4 for the system topology details.
Chapter 4. System Topologies

The recommended system topologies for a T4 NGC-Ready server are shown in the following figures.

Figure 4-1 shows the “Best” NGC-Ready configuration with full multi-node support with 50 Gbit NICs and maximum storage.

- Dual-socket Xeon Gold with 192 GB system memory per socket.
- Two T4 GPUs per CPU socket.
- One 50 Gbit NIC per CPU socket.
  - Note that if a x8 PCIe connection is used for the NIC, then a PCIe switch is not needed, and the GPUs and NICs can be connected directly to the CPU. Using a x16 PCIe connection to each NIC may increase performance but will require a PCIe switch (not shown) due to a limitation in the number of PCIe lanes supported by the Xeon CPU.
  - For best NIC performance, choose an NIC that supports GPUDirect, such as the Mellanox ConnectX-4 EN.
- One NVME driver per socket.

Figure 4-1.  T4 NGC-Ready Server Topology – Best
Figure 4-2 shows the “Better” NGC-Ready configuration with adequate multi-node support using 25 Gbit NICs and maximum storage.

- Dual-socket Xeon Gold with 192 GB system memory per socket.
- Two T4 GPUs per CPU socket.
- One 25 Gbit NIC per CPU socket.
  - For best NIC performance, choose an NIC that supports GPUDirect, such as the Mellanox ConnectX-4 EN.
- One NVME driver per socket.

**Figure 4-2. T4 NGC-Ready Server Topology – Better**
Figure 4-3 shows the “Good” NGC-Ready configuration with minimal multi-node support and maximum storage. With minimal multi-mode NIC support, a server with this configuration may have performance issues when running larger DL and RAPIDs workloads.

- Dual-socket Xeon Gold with 192 GB system memory per socket.
- Two T4 GPUs per CPU socket. Note that while a x16 PCIe connection to each GPU is preferred, some workloads can operate with acceptable performance when using a x8 PCIe connection to each T4 GPU.
- One 10 Gbit NIC per server.
- One NVME driver per socket.

Figure 4-3. T4 NGC-Ready Server Topology – Good
Chapter 5. Design Discussion

5.1 PCI Express Interface

Most NGC-Ready platforms should be able to support direct x16 Gen3 PCIe connections from each CPU socket to the two T4 GPUs for best performance.

- A x16 Gen3 connection to each T4 GPU is recommended for optimal performance. Use of a x8 PCIe connection to the T4 GPU may result in performance loss for some workloads. More performance analysis may be needed to quantify the degree of performance degradation for some workloads.

- A x8 PCIe Gen3 connection to each 50 Gbit NIC is a minimum requirement for the best NGC-Ready server configuration. Using a x16 PCIe connection may result in better performance, but it would require use of a PCIe switch to accommodate all the PCIe devices (two GPUs, one NIC and one NVMe drive per CPU).

- If there are insufficient PCIe lanes to support direct connections to the GPUs and NICs, then a PCIe switch should be used. In this case, the GPUs and NICs should be located downstream of a common PCIe switch for optimal P2P and RDMA performance.

- The NVMe drives can connect to the host via a x8 Gen3 link.

5.2 CPU and System Memory

Currently, NVIDIA is only specifying a T4 NGC-Ready platform using Intel Xeon CPUs. A single CPU server configuration (for example with AMD ROME) may be released at a future date once more testing has been completed.

- For best performance, a minimum of 18 CPU cores for every two T4 GPUs is preferred. For better or good performance, 16 CPU cores for every two T4 GPUs is the minimum requirement. Xeon Gold CPUs can meet this requirement.

- The minimum system memory configuration for NGC-Ready workloads is 192 GB when using four T4 GPUs.

- NVIDIA’s minimum system memory configuration is 192 GB per socket, because of the target application requirements, and because memory bandwidth is maximized with six DRAM channels populated.
5.3 Network Interface

In general, the preferred NIC:GPU ratio is one 33 Gbit NIC for every pair of T4 GPUs. For the optimal (Best) system configuration, this results in one 50 Gbit NIC per socket. For the “Better” system configuration, one 25 Gbit NIC per socket is adequate, but multi-node workload performance may be impacted. For the “Good” system configuration, one 10 Gbit NIC per server is needed.

For best throughput between the NICs and GPUs, choose a NIC that supports GPUDirect, such as the Mellanox ConnectX-4 EN. If the server design uses PCIe switches to support its topology, the NIC and GPUs should be located under the same PCIe switch for best performance.

5.4 Storage

One NVMe SSD drive for each socket connected via x4 Gen3 PCIe is the best option for an NGC-Ready server using T4. One NVMe per server is good enough but performance may be impacted for some servers. Consult with NVIDIA directly if the use of SSD drives is desired.
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